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The development of a video-based method for the measurement of the kinetics
of oscillating reactions is described in this chapter. The method mimics reflection
ultraviolet–visible spectroscopy and allows for simultaneous measurement at any
target color (RC, GC, BC) with a temporal resolution of 0.01 s. The image analysis
results in discrete time traces [DCC(t, RC, GC, BC)], and numerical methods are
described for the analysis of the quasiperiodic oscillation patterns over the course
of the reactions to determine period lengths PT(t) and other parameters [oxidation
times OT(t), reduction times RT(t), etc.] that characterize the redox chemistry
of the catalysts within each period. The methods were demonstrated with studies
of the Ce/Fe-catalyzed four-color Belousov–Zhabotinsky reactions. The temporal
evolution of period and pattern characteristics are described with polynomials, and
values measured for reaction times of approximately 500 and 2000 s are discussed
to highlight the temporal changes. The measurements provide a wealth of
constraints to determine chemically reasonable reaction models. The discovery
of the Bactrian-type oscillation pattern of ferriin in the four-color
Belousov–Zhabotinsky reactions is a key result of the present study: the
concentration of Fe3+ goes through two maxima in every period.

Introduction

The original Belousov–Zhabotinsky (BZ) oscillating reaction referred to the cerium-catalyzed
bromate oxidation of citric acid (1–9). Today, the term describes the entire class of bromate
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oxidations of dicarboxylic acids (malonic acid, malic acid, etc.) catalyzed by a variety of metals
including Fe (10). BZ oscillating reactions are the prototypical nonlinear chemical systems (11–16).
To fully understand these reactions requires the ability to simulate their kinetics without any
simplifying assumptions while considering consumption of substrates and the formation of a myriad
of products—a daunting challenge. To approach such complexity requires experimental studies
of the reaction kinetics, mechanistic studies to explore plausible reaction mechanisms, and
computational simulations of the complete multiequilibria systems. Occasional collaboration of
chemists with mathematicians will not suffice; the approach requires faculty and students with a
thorough understanding of both chemistry and mathematics.

A few years ago, a group of faculty (including the corresponding author) won a National Science
Foundation Proactive Recruitment in Introductory Science and Mathematics (PRISM) grant in
mathematics and life sciences to promote the integration of mathematics education with science
education. The program involved various components, including freshman interest groups, new
research-oriented courses and interdisciplinary seminars, and, importantly, early undergraduate
research experiences. In this context, two of the authors (Rainer Glaser and Carmen Chicone)
created a nonlinear dynamics group to study the mechanism of BZ oscillating reactions using a
combination of experimental, computational, and mathematical methods. The group studied aspects
of bromine chemistry (17, 18), and attention quickly turned to questions about pH dependence (17,
19, 20). In parallel, the group learned how to solve multiequilibria problems (21), learned how to
include effects of ionic strength (22, 23), and explored spectral decomposition (24). In 2018, these
pieces came together in a study of the Fe-catalyzed BZ reaction, which, for the first time, achieved
agreement between experiments and simulations of the pH dependence over a wide range (25).

In this chapter, we present the results of a video-based kinetic analysis of the four-color BZ
oscillating reaction (FC-BZR) and an analysis of the temporal evolution of the oscillation pattern.
The new method for video analysis of chemical reactions mimics reflection ultraviolet–visible (UV-
vis) spectroscopy and allows for the study of fast reactions at any wavelength at the same time. This
video-based kinetic analysis was applied to the Ce/Fe-catalyzed FC-BZR. An oscillation pattern
analysis is described for the characterization of dromedary- and Bactrian-type time traces, and the
effects of color-base selection are analyzed in detail. The result of the analyses is a wealth of discrete
experimental data for period lengths, oxidation times, and reduction times for every reaction as a
function of reaction time, as well as regression functions that describe the temporal evolution of the
characteristic parameters. A chemical reaction mechanism is discussed to explain the Bactrian-type
oscillation pattern of the Fe catalysts. A full and quantitative understanding of the details of FC-BZR
will require simulations of the entire reaction system, and the measured data provide a wealth of
experimental constraints to determine chemically reasonable parameters.

Ce/Fe-Catalyzed FC-BZR

The Ce/Fe-catalyzed BZ oscillating reaction has attracted much interest, and the chemistry
greatly depends on the Ce/Fe concentration ratio (26–30). Lefelhocz (26) described the original
Ce/Fe-catalyzed BZ reaction by adding an iron catalyst to Bruice and Kasperek’s Ce-BZR (27); this
system with [Ce]/[Fe] ≈ 1 results in oscillations between purple and blue. Citing unpublished work
by Rossman, Lefelhocz mentions that a higher Ce/Fe concentration ratio of approximately 10 results
in red–green oscillations, the so-called traffic light reaction. In this spirit, the purple–blue system
was described as the “alternative traffic light.” Ruoff et al. (28) explored similar systems with even
higher Ce/Fe concentration ratios and observed red–blue or red–green oscillations, and D’Alba and
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Di Lorenzo (29, 30) explored various purple–blue systems with low Ce/Fe concentration ratios. The
FC-BZR shows a spectacular oscillation in that the solution periodically cycles through four colors in
the sequence red, blue, green, blue, and purple. The reaction has been described by Shakhashiri (31)
and has become a popular demonstration reaction.

The colors in Shakhashiri’s FC-BZR are caused by the different oxidation states of the iron and
cerium ions (Table 1). The solution starts out red because both metals are present in their reduced
states, and it turns blue for the first time because Fe(II) is oxidized quickly to Fe(III). Soon thereafter,
the cerium is oxidized and the solution turns green because both iron and cerium are present mostly
in their oxidized states. Cerium does not stay oxidized for long, and the solution goes back to blue
because the iron remains mostly oxidized while Ce(IV) is undergoing reduction to Ce(III). The
solution gradually moves toward red as the number of Fe(II) ions increases. This changing proportion
of Fe(III) ions to Fe(II) ions is visible as a purple solution gradually becoming red. After all the iron is
reduced, the cycle begins anew.

Table 1. Observed Colors of the FC-BZR, Characteristic Values (RC, GC, BC), and Dominant
Metal Ions at the Various Color Phases

The sequence of the color changes can be explained by eqs 1–5. Equations 1 and 2 describe
the oxidations of Fe2+ and Ce3+ by bromate, respectively. Bromine generated in eqs 1 and 2 will
brominate malonic acid (MA) to bromomalonic acid [BMA, BrCH(COOH)2]. The systems studied
here all start with large amounts of BMA present because the combination of bromate and bromide
leads to an initial Br2 burst and the conversion of MA to BMA. Equations 3 and 4a describe the
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reductions of Fe3+ and Ce4+ by BMA, respectively. While ferriin does not oxidize MA, Ce4+ can (eq
4b). The reduction standard potentials for the redox couples Fe(III)/Fe(II) and Ce(IV)/Ce(III) in
acidic media are commonly listed as +0.771 V and +1.76 V, respectively (32, 33). For the ferroin/
ferriin redox couple in 1 M H2SO4, the standard reduction potential of +1.04 V was measured

(34). For the Ce4+/Ce3+ couple of ammonium hexanitratocerate(IV) in 1 M H2SO4, the standard

reduction potential of +1.44 V was reported (35). Hence, one must consider the oxidation of Fe2+

by Ce4+ (eq 5) (36, 37).

Experimental and Mathematical Methods

Experimental Section

We followed the protocol reported by Shakhashiri (31) for the Ce/Fe-catalyzed bromate
oxidation of MA. Three solutions were prepared. The first beaker contained 250 mL of deionized
(DI) water and 9.5 g (57 mmol) of potassium bromate (KBrO3, 99.5%). The second beaker
contained 250 mL of DI water, 1.75 g (15 mmol) of potassium bromide (KBr, 99+%), and 8.0 g (77
mmol) of MA [H2C(COOH)2, 99%]. The third beaker contained 75 mL of 18.38 M sulfuric acid,
175 mL of DI water, and 2.65 g of cerium(IV) ammonium nitrate [Ce(NH4)2(NO3)6, >98%]. All
three beakers contained 250 mL of solution. A fresh ferroin solution was prepared by mixing 100 mL
DI water, 0.23 g (1.51 mmol) of iron(II) sulfate heptahydrate [FeSO4·(H2O)7, 99.999%], and 0.46
g (1.96 mmol) of 1,10-phenanthroline (99+%).

In a 1 L beaker on a stir plate, the first two solutions were mixed and the third solution was
added, followed by 15 mL of the ferroin solution. The initial concentrations of this parent system, the
OCR(1,1) reaction, were [KBrO3] = 74.36 mM, [KBr] = 19.22 mM, [MA] = 100.5 mM, [H2SO4]
= 0.882 M, [Ce] = 6.319 mM, [Fe] = 0.1622 mM, [Ce]/[Fe] = 38.96, and [cat.total] = 6.481 mM.

The reaction was recorded for 40 min with a Panasonic HC-V110 video camera mounted on a
tripod and set approximately 1.5 m away from the reaction beaker. A white poster board was placed
behind the reaction beaker, and the zoom on the camera was set to five times. HD Writer 2.0 software
was used to edit the iFrame-formatted video and produce an mp4 file.

Mathematical Section: Video Analysis and Numerical Aspects

Image Selection and Conversion to Red–Green–Blue Matrices

The video-editing software Aoao Video to Picture Converter was used to convert the captured
video to a series of JPEG images (38, 39). The program Mathematica (40, 41) was employed for
image analysis. The images were imported and cropped to isolate the desired data. The cropped
region needed to be in a location where the sample was not obstructed or changed. For example,
the portion of the image in Figure 1 was selected to avoid the stirring rod in the beaker, the water
distortion at the top, and the beaker label on the left side. In some cases, the middle of the beaker
was also avoided if a water vortex formed because of high stirring speeds. The cropped images were
converted to matrices of red–green–blue (RGB) values using the ImageData command (41).
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Figure 1. Sample window selection.

Distance from Characteristic Color Approach

The next step of the analysis involved the choice of a metric to compare the color of the cropped
image to a predefined color target. Each image contained RGB data corresponding to the intensities
of red, green, and blue on a scale from 0 to 255. The sum of the RGB values was used as in Beer’s
law to calculate species concentrations (42–47). A Fourier transform was applied to the data (48),
and the digital-image-based method was employed to determine the end point of titrations (49, 50).
The square of a difference from a standard or reference color has also been used as a way of extracting
concentrations from RGB data (51), and we took a similar approach.

For a given image with frame number FN corresponding to reaction time t = FN/FPS (where
FPS is frames per second), we chose the average relative distance from the characteristic color target
values using the formula

The m × n × 3 matrix id contains the R, G, and B values at the m × n points of the cropped
image. The constant target values RC, GC, and BC are the R, G, and B values predetermined for the
characteristic target color. Equation 6 evaluates the deviation from the characteristic color, where
DCC = 1 indicates no deviation. The characteristic colors “red,” “blue1,” and “yellow” are the
RGB values of pure solution of the ions (Table 1). The characteristic colors “green” and “purple”
were chosen based on those frames of OCR(1,1) that showed the cleanest and most intense green
or purple coloring, respectively. The characteristic values for “blue2” are essentially half of the
respective values for “blue1.”

For a given characteristic color (RC, GC, BC), the time traces values DCC(t, RC, GC, BC) were
recorded over time. This approach recovers important timing information pertaining to the
oscillating reactions because the time traces DCC(t, RC, GC, BC) are related to species concentration.
The overall approach parallels the process of reflection UV-vis spectroscopy. The camera is the
detector, and the computation of DCC(t, RC, GC, BC) for each image functions as a monochromator
for the color (RC, GC, BC). It is the main advantage of our approach to allow for the study of
fast reactions at any target color (RC, GC, BC) every 0.01 s. Time-resolved studies by UV-vis
spectroscopy are limited by the time required to scan the entire visible range (ca. 3 s).
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The Mathematica notebook for the determination of DCC(t, RC, GC, BC) values through the
analysis of sets of images extracted from a video is shown in Figure 2. The code allows for the
simultaneous analysis of as many color channels as desired. Interested parties may contact the
corresponding author to obtain the notebook along with sample input and output files.

Figure 2. Mathematica notebook to determine DCC(t, RC, GC, BC).

Effects of Frame Number

The choice of the number of FPS to use in the data analysis requires a balance between accuracy
and computer time. In an mp4 format, the upper limit is given by the technical limit of 29 FPS. The
selection of 29 FPS for the analysis provides the clearest data but at a very high processing time.
Conversely, the selection of only 1 FPS limits the accuracy of the data analysis but allows quick
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scanning of huge data sets. To determine which FPS rate is the best, finding the optimal balance
between both processing time and accuracy really is the key issue.

Using a normalized root-mean-square (NRMS) deviation, we analyzed the percentage
difference data at one FPS varied from the “ideal” 29 FPS data (Table 2). We chose 10 FPS as the
most appropriate compromise between time and accuracy. The 10 FPS runs required only 70 min
to analyze, versus 260 min for the 29 FPS runs, while only having an approximate 1% NRMS error.
Conveniently, the maximum NRMS error was only approximately 4% at the 1 FPS runs, and so for
quick analysis the method is still quite accurate.

Table 2. Numerical Aspects of Video Image Analysis: Processing Time for DCC(t, blue1) in
Reaction OCR(1,1) with Frame Number and Window Size Dependence

Entry FPSa Window Sizeb NRMSDc (%) ProcessingTimed (min)

FPS Dependence

1 29 200 × 200 0.000 260.9

2 25 200 × 200 0.374 223.9

3 20 200 × 200 0.674 142.4

4 15 200 × 200 0.712 108.4

5 10 200 × 200 1.283 71.30

6 5 200 × 200 2.070 34.63

Window Size Dependence

7 10 200 × 200 0.000 71.30

8 10 200 × 100 1.356 60.68

9 10 100 × 100 1.777 56.80

10 10 100 × 50 2.204 54.56

11 10 50 × 50 2.182 50.56

12 10 50 × 25 3.025 49.20

13 10 25 × 25 2.970 46.96

14 10 10 × 10 3.139 47.04

15 10 5 × 5 5.617 45.77

16 10 1 × 1 5.023 46.34

a FPS = Frames per second. b Window size in pixels. c NRMSD = Normalized root-mean-square
deviation. d Time required for the data integration.

Effects of Window Selection (Size and Location)

With the FPS set, standardizing the window selection is possible. While location is dependent
on the application, the key criterion for the selection of the location is the requirement to avoid color
distortions. In our applications, this meant avoiding the center where distortion occurred due to the
vortex. The choice of the size of the window is constrained by the size of the distortion-free space and
by practical limitations to the analysis time. The amount of time saved by selecting a smaller window
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size is proportional to the number of FPS used. Higher FPS values mean more time gained or lost for
increasing or decreasing window size.

Using 10 FPS, we found that the processing time needed when going from a 200 × 200 pixel
window to just one pixel only changed from 70 to 45 min, a 35% decrease. However, this also
introduced a 5% NRMS error. The data indicate that even reducing the frame from 200 × 200
pixels to 200 × 100 pixels introduced a 1.4% NRMS error while reducing the time by approximately
15%. We found using a 100 × 100 pixel window kept the NRMS error under 2% while reducing
analysis time by 21%. Using both these methods, we reduced the calculation time by 80% while only
introducing an NRMS error of approximately 3%.

Results and Discussion

Measurements of the Time Traces DCC(t)

Discrete plots were generated of the time traces DCC(t) for the OCR(1,1) reaction. The DCC(t)
values were plotted for approximately 2900 s (48.3 min) for five characteristic colors (using blue1 but
not blue2). The discrete plot of the time traces for reaction OCR(1,1) is shown in Figure 3, together
with a close-up in the range 500 ≤ t ≤ 700 s. The time traces DCC(t) determined in every color
channel show oscillations with various shapes. We needed to develop parameters to characterize
the period variations as a function of reaction time, examine their color-selection dependence, and
extract mechanistic insights from this information.

Oscillation Pattern Analysis and Color-Base Selection

We analyzed the shapes of the time traces DCC(t, color) and found that two characteristic types
occurred (Scheme 1). We refer to these shapes as the dromedary (one-humped camel) and Bactrian
types (two-humped camel).

We began with the analysis of time traces with dromedary-shaped periods and specifically
determined the times when DCC(t, color) goes through minima and maxima (Scheme 1, top). The
time between successive maxima is the period. We also characterized the ascent times (oxidation
times) and the descent times (reduction times) to and from the maxima, respectively. While a strictly
periodic process is characterized by one period time, chemical oscillations feature period times that
vary with reaction time. The data show that the timing characteristics for each oscillation cycle vary
with the reaction progress, and we therefore report the timing characteristics for every oscillation
over the course of the reaction. In most cases, the variations of the timing characteristics were steady
and well-described with simple polynomials (Table 3). Parameters characterizing the oscillation
patterns close to the reaction times of 500 and 2000 s are summarized in Table 4.

Method of Finding Extrema in DCC(t) and the Start of the Oxidation Phase

The local minima and maxima for the time traces DCC(t) were determined using Mathematica
and the following process. First, the time trace DCC(t) data were smoothed using a moving-average
filter computed by averaging over k frames. The averaging reduced the random noise and produced
the time trace DCCA(t). Next, DCCA(t) was analyzed with an extrema-point finder function, which
searches for local minima and maxima and generates the discrete functions EPmax(ti) (extrema
points max) and EPmin(tj) (extrema points min). The period times PT(ti) were determined as the
difference PT(ti) = ti+1 – ti.
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Figure 3. Discrete plots of DCC(t) values determined by image analysis of the video recording of OCR(1,1)
for various characteristic colors.

The determination of the oxidation time OT(ti) leading up to peak EPmax(ti) and of the
reduction time RT(ti) following that same peak are trivial for smooth time traces (Scheme 1, top).
With the minima EPmin(tj) and EPmin(tj+1) before and after the maximum EPmax(ti), respectively,
the oxidation time is OT(ti) = ti − tj, and the reduction time is RT(ti) = tj+1 − ti. However, the times
traces are not always sufficiently smooth, and EPmin(tj) does not correspond to the actual onset of

oxidation at time tjox, with tj < tjox. Hence, we also determined tjox and defined the oxidation time as

OT(ti) = ti – tjox and the reduction time as RT(ti) = tj+1ox − ti.
With these definitions of OT(ti) and RT(ti), one can identify the maxima-based period time

PT(ti) = ti+1 – ti as the sum of RT(ti) = tj+1ox − ti and OT(ti+1) = ti+1 – tj+1ox. Alternatively, one can

use the knowledge of the tiox values and define the period as PTox(tj) = tj+1ox – tjox—that is, the time

between successive onsets of metal oxidation. Note that as PTox(tj) equals the sum of OT(ti) = ti – tjox

and RT(ti) = tj+1ox − ti, we will use this definition in the following discussion.
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Scheme 1. Parameters in the oscillation pattern analysis of time traces with one maximum per period
(dromedary-type, top) or two maxima per period (Bactrian-type, bottom).

The determination of tjox employs an interpolation function DCCI(t) of the DCCA(t) data and
involves a backward search starting at the maximum EPmax(ti). This method works well for time
traces that feature steady increases along the entire ascent {d[DCCI(t)]/dt ≥ 0}, which usually
occurs for time traces with oscillation periods of >20 s. To determine the ascent time to the ith
maximum EPmax(ti), we examined d[DCCI(t)]/dt going backward from ti and found the first point

with d[DCCI(t)]/dt < 0. The time of this point is defined as tjox.

Period Variation, Oxidation Times, and Reduction Times in the Yellow Channel

Figure 4 shows the period times PTox(ti), the oxidation times OT(ti), and the reduction times
RT(ti) as a function of time for the OCR(1,1) reaction. These data are the result of analysis of the
time traces DCC(t, yellow). Table 3 shows the polynomial coefficients and the associated regression
coefficients that best fit the measured data. In almost all cases, the measurements show a steady
variation of the timing characteristic, and all data are included in the regression.
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Table 3. Polynomial Coefficients and Regression Coefficients for Time Variations of
Oscillation Parameters for Reaction OCR(1,1)a

Parameterb Channel a b c d R2

Primary Parameters

PTox(ti) Yellow −8E−10 9E−06 4.5E−03 44.997 0.9997

RT(ti) Yellow −9E−10 8E−06 4E−03 38.817 0.9998

OT(ti) Yellow −4E−11 9E−07 1.4E−03 6.592 0.9663

Oxidation Timesc

OT(ti) Greend 0.9991 0.0 0.9496

Primary Parameters

PTox(ti) Blue −1E−09 1E−05 −0.0064 45.990 0.9996

RT(ti) Blue −1E−09 9E−06 −0.0051 43.378 0.9995

OT(ti) Blue −2E−10 9E−07 −0.0014 2.623 0.8383

Secondary Parameters

DT1(ti) Blue −2E−10 1E−06 −0.0019 3.731 0.9837

IR(ti) Blue −1E−10 3E−06 −0.0039 12.175 0.9864

DT2(ti) Blue −7E−10 5E−06 0.0007 27.499 0.9943

Primary Parameters

PTox(ti) Purple −1E−09 1E−05 −0.0063 45.960 0.9995

RT(ti) Purple −9E−10 9E−06 −0.0043 40.433 0.9998

OT(ti) Purple −2E−10 1E−06 −0.0020 5.527 0.7608

Secondary Parameters

DT1(ti) Purple −2E−10 1E−06 −0.0020 3.853 0.9834

IR(ti) Purple −2E−09 1E−05 −0.0164 14.747 0.9897

DT2(ti) Purple 1E−09 −4E−06 0.0141 21.833 0.9991

a Trend line function: y(t) = a·t3 + b·t2 + c·t + d. b PT = period time, RT = reduction time, DT1 = first drop
time, IR = intermediate rise time, and DT2 = second drop time. c Trend line function: DCC(t, green) =
c·DCC(t, yellow) + d. d Trend line-based range: 0 < t < 1755 s.
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Table 4. Variations of Period Lengths and Pattern Shape Parameters with Reaction Timea

Reaction Channel PT RT DT1 IR DT2 IR+DT2

t = 500 s

OCR(1,1) Yellow 45 39

OCR(1,1) Blue 45 42 3 12 28 40

t = 2000 s

OCR(1,1) Yellow 67 57

OCR(1,1) Blue 65 63 4 17 42 59

a Period time (PT), reduction time (RT), first drop time (DT1), intermediate rise time (IR), and second drop
time (DT2) in seconds.

Figure 4. Oscillation pattern analysis for the OCR(1,1) reaction in the yellow channel. Variations over time
are shown for period times PTox(ti) (diamonds), oxidation times OT(ti) (triangles), and reduction times

RT(ti) (circles).

Figure 4 clearly illustrates that the period times PTox(ti) increase during the course of the
reactions. PT(ti) and RT(ti) values for the cycles close to the reaction times of 500 and 2000 s are
listed in Table 4. The reduction times RT(ti) are always much longer than the oxidation times. The
variations of oxidation times over the course of the reaction are much more moderate than those of
the reduction times.

Period Variation, Oxidation Times, and Reduction Times in the Green Channel

We analyzed the DCC(t, green) time traces the same way the DCC(t, yellow) traces were
analyzed. Plots of DCC(t, green) versus DCC(t, yellow) show perfect linear correlations with unity
slopes for the period times PTox(ti) and the reduction times RT(ti) (Figure 5).
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Figure 5. Oscillation pattern analysis for OCR(1,1): Comparison of the time traces DCC(t, yellow) (x-
axis) and DCC(t, green) (y-axis). Variations over time are shown for period times PTox(ti) (left) and

reduction times RT(ti) (right).

Period Variation, Oxidation Times, and Reduction Times in the Blue and Purple Channels

The analysis of the time traces in the blue and purple channels is made slightly more complicated
by the fact that two maxima can appear within one period. Similar to the primary extrema EPmax(ti)
and EPmin(tj), we defined EPsmax(tk) and EPsmin(tl) for the second feature (Scheme 1, bottom), and
the additional parameters DT1(ti), IR(ti), and DT2(ti) were needed to describe the shapes. The first
drop time DT1(ti) specifies the time between the first maximum EPmax(ti) and the second minimum
EPsmin(tl) and is determined by DT1(ti) = tl − ti. The intermediate rise time, which can be calculated
as IR(ti) = tk − tl, is the time between the second minimum EPsmin(tl) and the second maximum
EPsmax(tk). The second drop time can be determined by DT2(ti) = tj+1 − tk and is the time between
the second maximum EPsmax(tk) and the following minimum EPmin(tj+1). For the same reason

discussed earlier, we used tj+1ox instead of tj+1 so that DT2(ti) = tj+1ox − tk.
The results of the analysis of the DCC(ti, blue) and DCC(ti, purple) time traces of the OCR(1,1)

reaction are illustrated in Figure 6. As with the analysis of the yellow channel, solid trend lines are
shown for PTox(ti), OT(ti), and RT(ti), and dashed trend lines are shown for DT1(ti), IR(ti), and
DT2(ti). The polynomial coefficients are listed in Table 3, and Table 4 lists representative values for ti
= 500 s and ti = 2000 s. The first drop times DT1(ti) are always very short—less than 5 s.

Color-Base Dependency of the Oscillation Pattern Analysis

Plots of the respective trend lines created with the DCC(ti, yellow), DCC(ti, blue), and DCC(ti,
purple) data illustrate in a compelling fashion that the PTox(ti) time traces overlay perfectly for t <
1500 s and in many cases for much longer (Figure 7). The oxidation times OT(ti) for DCC(ti, blue)
are always shorter than the oxidation times for DCC(ti, yellow).
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Figure 6. Oscillation pattern analysis for reaction OCR(1,1) in the blue channel (left) and purple channel
(right). The top panels show the variation over time of the primary parameters: period times PTox(ti) (blue
diamonds), oxidation times OT(ti) (red squares), and reduction times RT(ti) (green triangles). The panels
in the middle show the primary parameters again but also include the variation over time of the secondary

parameters: first drop times DT1(ti) (purple circles), intermediate rise times IR(ti) (teal squares), and
second drop times DT2(ti) (orange circles). The bottom panels are zoomed-in versions of the center panels

and show only the secondary parameters.

Kinetic Origin of the Bactrian-Type Oscillation Pattern of Fe(III)

In the Fe-only reactions, the time traces are of the dromedary type as expected; they show a
short, single maximum in every cycle (25). In sharp contrast, however, every FC-BZR features a
second maximum in the blue trace (Figure 3), and they are of the Bactrian-type. Scheme 2 is helpful
in discussing the mechanism responsible for the variation of the Fe3+ concentration within one
period of the FC-BZR, and we distinguish four phases.

Phase 1 involves the oxidation of the metal catalysts (eqs 1 and 2) by the active oxidant BrO2·
with oxidation rates k1[Fe2+][BrO2·] and k2[Ce3+][BrO2·], respectively. The reaction rate constants

for the oxidations of Fe(II) and Ce(III) are k1 = 1.66·107 L/(mol·s) (52) and k2 = 6·104 L/(mol·s)
(53, 54), respectively. The reaction rates for iron oxidation will always exceed the reaction rates for
cerium oxidation, even though [Fe2+]0 is a magnitude lower than [Ce3+]0. Phase 1 ends once all
BrO2· is exhausted by the oxidation of metals or organic compounds.
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Figure 7. Color-base dependency of the oscillation pattern analysis of reaction OCR(1,1). Comparisons of
the trend lines are fitted to the variations over time of the primary parameters from the time traces DCC(t,

yellow) (brown), DCC(t, blue) (blue), and DCC(t, purple) (purple). Solid trend lines represent period
times PTox(ti), dashed lines represent reduction times RT(ti), and dotted lines represent oxidation times

OT(ti).

Scheme 2. Phases in the Fe3+ concentration within one period of the FC-BZR.

Phase 2 is the first stage of the reduction of Fe3+ and Ce4+ by BMA (eqs 3 and 4a) with reaction
rates k3[Fe3+][BMA] and k4[Ce4+][BMA], respectively, and with k3 = 11.7 L/(mol·s) and k4 = 0.09
L/(mol·s), respectively (55–57). The reaction rate constant k4(MA) = 0.23 L/(mol·s) (56, 58) for

the reduction of Ce4+ by MA is approximately 2.5 times higher than k4(BMA). The Fe3+ reduction

(eq 3) is much faster than the Ce4+ reduction (eq 4). The high reaction rates for Fe3+ reduction ensure
narrow peaks in the blue trace of Fe-only reactions, and this rapid Fe3+ decay is indicated by the
dashed line in Scheme 2. In contrast, the much slower reduction of Ce4+ by BMA or MA proceeds
during the entire duration of each period of the Ce-only reactions and never reaches completion.

Phase 3 begins once the rate of oxidation of Fe2+ by Ce4+ (eq 5) exceeds the rate of Fe3+

reduction by BMA. The rates for the formation of Fe3+ and Ce4+ are described by eqs 7 and 8,
respectively. The occurrence of the Bactrian shape is the direct consequence of replacing the Ce4+

reduction by BMA (eq 4) with its reduction by Fe2+ (eq 5).
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The reaction rate constant for the redox reaction of eq 5 is k5 = 1.61·105 L/(mol·s)8 in 1 M
H2SO4 and six orders of magnitude higher than k4. The concentration of BMA must be less than the
initial concentration of MA ([MA]0 = 100 mM), and it can be at most two to three magnitudes larger
than the maximal concentration of the iron catalyst ([Fe]0 = 0.16 mM). The concentration terms

will never make up for the difference between k4 and k5, and hence the reaction of Ce4+ with Fe2+

becomes the dominant mechanism of Ce4+ reduction. Bromide recycling becomes highly effective
because Fe3+ reduction always produces bromide (while Ce4+ reduction may not).

Both Ce4+ and Fe2+ must be present in significant amounts for the reaction in eq 5 to become
productive. Equation 5 is not important at the very beginning of the period for lack of Ce4+. In the
course of phase 1 (eqs 1 and 2), the concentration of Ce4+ builds up and eq 5 can operate, but it can
only do so for a very brief time because eq 1 depletes the concentration of Fe2+ quickly (k1 » k2). The

onset of phase 3 occurs when both Ce4+ and Fe2+ become available in significant concentrations and
the k5[Ce4+][Fe2+] term drives the Fe3+ concentration up to its second maximum.

Phase 4 starts with the decline of the Ce4+ concentration, and the oxidation of Fe2+ by Ce4+ (eq
5) cannot keep up with Fe3+ reduction by BMA (eq 3).

Conclusions

We have developed a new video-based approach for the analysis of the kinetics of oscillating
reactions that mathematically mimics reflection UV-vis spectroscopy. The main advantage of our
approach is that it allows the study of fast reactions at any target color (RC, GC, BC) at the same time
and with a temporal resolution of 0.01 s. The image analysis results in discrete time traces DCC(t,
RC, GC, BC), and we described numerical methods for the analysis of the quasiperiodic oscillation
patterns over the course of the reactions.

We have demonstrated that this new approach yields accurate period lengths PT(t) that are
independent of the choice of the color base. This approach also recovers important timing
information about the evolution of the redox chemistry of the catalysts within each period because
the time traces DCC(t, RC, GC, BC) are related to species concentration.

The most important mechanistic result of the present study is the discovery of the Bactrian-type
oscillation pattern of Fe(III) in the FC-BZR: Fe(III) goes through two maxima in every period. A
chemical mechanism was proposed to explain this Bactrian-type oscillation pattern. The outstanding
feature of the Ce/Fe-catalyzed FC-BZR in BMA-rich environments is the effective redox-cycling of
the metal catalysts ([M]rc ≈ [Ce]0 + [Fe]0) and the effective bromide recycling (BMA oxidation »
MA oxidation).

An analysis of the Bactrian-type oscillation pattern of the Fe catalyst as a function of the Ce/
Fe concentration ratio is now underway to further probe the kinetics. Yet there are limitations to
one’s capacity to rationalize complex systems of reactions based on experimentation alone. Clearly,
simulations of the entire reaction system will be needed to fully understand the details of the FC-
BZR over time, and the measured data (Tables 3 and 4) provide a wealth of constraints to determine
chemically reasonable parameters. In particular, simulations should aim to reproduce the temporal
evolution of those characteristic parameters, which show the least experimental noise.
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