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ABSTRACT: The acidity dependence of the iron-catalyzed
bromate-malonic acid Belousov−Zhabotinsky reaction was
studied in the range 0.36 M < [H2SO4]0 < 1.20 M, and the
temporal evolutions of the oscillation patterns were analyzed.
The experimental results show that the period times PTi decrease
exponentially with increasing acidity and that the period times
parallel the decrease of the reduction times RT with increasing
acidity. Simulations using the reactions of the commonly
accepted core reaction mechanism failed to match the measure-
ments even in a qualitative fashion. However, we found that
compelling agreement between the experiments and the
simulations can be achieved over the entire range with the
inclusion of second-order proton-catalysis of the oxidation of
bromomalonic acid (BrMA) by the [Fe(phen)3]

3+ species in the
reaction identified in this paper as reaction 9 (R9), and this [H+] dependence is informative about the species involved in the
outer sphere electron transfer reaction. The trication [Fe(phen)3]

3+ species is stabilized by ion pairing and solvation, and one
may anticipate the presence of [Fe(phen)3(HSO4)n(H2O)m]

(3−n)+ species (n = 0−3). Our results suggest that the removal of
aggregating HSO4

− ions by protonation creates a better oxidant and facilitates the approach of the reductant BrMA, and the
second-order [H+] dependence further suggests that BrMA is primarily oxidized by a doubly charged [Fe(phen)3-
(HSO4)1(L)k]

2+ species. Considering the complexity of the BZ system and the uncertainties in the many reaction rate constants,
we were somewhat surprised to find this high level of agreement by (just) the replacement of R9 by R9′. In fact, the near-
quantitative agreement presents a powerful corroboration of the core reaction mechanism of the BrMA-rich BZ reaction, and
the replacement of R9 by R9′ extends the validity of this core reaction mechanism to acidities above and below the typical
acidity of BZ reactions ([H+] ≈ 1 M).

■ INTRODUCTION

The classical Belousov−Zhabotinsky (BZ) oscillating reaction
refers to the oscillatory cerium-catalyzed bromate oxidation of
citric acid.1−3 Since the original discovery of the BZ reaction
many similar oscillating chemical reactions have been
discovered that use dicarboxylic acids (malonic acid and
malic acid) as the organic substrate and are catalyzed by other
metals such as Fe,4 Ru,5−7 Mn,8−11 and Cu.12 Oscillating
reactions using organic molecules instead of a catalyst have
also been reported.13−18 More recent research on the BZ
reaction has focused on oscillating polymer formation,19−21

oscillating reactions inside of micelles,19,22 communication
between such micelles as a model system of neural net-
works,23−26 and the complex mathematics of oscillating
systems.27,28

Field, Köros, and Noyes (FKN) proposed the core
mechanism to explain the oscillations of metal-catalyzed BZ

reactions using three processes.29 This FKN mechanism
involves (1) bromide consumption, (2) autocatalytic for-
mation of an oxidizing intermediate (BrO2

•) and oxidation of
the redox catalyst, and (3) reduction of the redox catalyst by
oxidation of the organic substrate with concomitant releases of
bromide back into the system. The classical FKN reactions are
shown in Table 1 along with a few newer reactions and the
best rate constants for each reaction.30−37

We wanted to test the validity of the kinetic scheme for the
core mechanism of the BZ reaction against an extensive kinetic
data set measured for series with varying initial conditions.
Systematic variation of acidity is an obvious first choice. Smoes
first studied the effects of the initial sulfuric acid concentration
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on the period time of the iron-catalyzed BZ reaction and
showed that the period time decreases exponentially with
increasing acidity in the range 0.3−1.4 mol L−1 H2SO4.

38 A
decrease in the period time with increasing acidity was also
reported for the cerium-catalyzed reaction by Misra et al.39

with initial H2SO4 concentrations up to 4.0 mol L−1 and by
Hsu and Jwo in the acidity range 0.5−1.5 mol L−1 H2SO4.

40

The acid dependence usually has been associated with the
bromine chemistry of reactions R1−R5. The oxybromine
chemistry described by reactions R1−R3 has been known to be
accelerated by increased acidity, and it was known long before
the initial discovery of the BZ reaction that the rate of R3f is
second-order in [H+].41 The disproportionation of bromous
acid 2HOBrO → HOBr + BrO3

− + H+ plays a prominent role
as “reaction 4” (or R4 for short) because it is the determining
step for the onset of the catalyst oxidation with r4 =
k4f[HOBrO]

2, and this reaction was considered to involve
two neutral HBrO2 molecules. The reaction rate constant k4f
was measured under many conditions by various groups with
estimates of k4f ranging over seven magnitudes from 4 × 10+8 to
39 M−1 s−1, and these studies42−44 have been reviewed (cf.
Table 1 in ref 45). Motivated by this disagreement in the value
of the rate constant for R4, Glaser and Jost45 studied the
thermochemistry and the kinetics of the HOBrO
disproportionation reaction 2HOBrO ⇄ HOBr + HBrO3
(reaction R4′) in the gas phase and in aqueous solution

using ab initio theory, and the computed reaction rate constant
k4f = 667.5 M−1 s−1 is in excellent agreement with experimental
measurements of k4f = 781 ± 6 M−1 s−1 in neutral and slightly
acidic media. However, Försterling and Varga discovered a
faster mechanism for HBrO2 disproportionation that involves
the reaction of one neutral HBrO2 with a protonated species
H2BrO2

+, reaction R4b.31 A value of 1.7 × 105 M−1 s−1 was
assigned to the rate constant of R4b, and the adjustable
parameter of 0.02 M−1 was used as the equilibrium constant for
the protonation reaction HBrO2 + H+ ⇄ H2BrO2

+. Agreda and
Field32 showed the overall rate of HBrO2 disproportionation to
be consistent with both reactions R4 and R4b occurring in
parallel, and they refined the rate constant for R4b to the value
1013 ± 16 M−1 s−1.
In this article, we report the results of an analysis of the

acidity dependence of the iron-catalyzed bromate-malonic acid
Belousov−Zhabotinsky reaction by video-based tracing of the
time-dependent concentration of the Fe(III) catalyst and of
simulations of the same reaction systems using kinetic rate
equations. The initial conditions of Shakashiri46 were
employed, and the sulfuric acid concentration was varied
(Table 2). The effects of the acidity on the temporal evolution
of period times, oxidation times, and reduction times as well as
of the intensity variations were quantified. Each reaction was
studied with sodium and potassium salts. No significant
differences were observed using Na+ and K+ salts, and we

Table 1. Reactions and Rate Constants for BZR Simulation

reaction formula rate constant ref

R1 HOBr Br H Br H O2 2+ + +− + V k 8 101f
9= × 30

k 1101r =

R2 HBrO2+Br−+H+ ⇄ 2HOBr k 3.0 102f
6= × 30

k 2.0 10r2
5= × −

R3 BrO3
− + Br− + 2H+ ⇄ HBrO2 + HOBr k 2.03f = 30

k 3.23f =

R4 2HBrO BrO HOBr H2 3 + +− +V k 7814f = 32

k 1.0 104r
8= × −

R4b HBrO2 + H2BrO2
+ → BrO3

− + HOBr + 2H+ k4′f = 1013/0.02 = 50650 32

R5a BrO3
− + HBrO2 + H+ ⇄ Br2O4 + H2O k 485af = 35

k 3.2 105ar
3= ×

R5b Br2O4 ⇄ 2BrO2
• k 7.5 105bf

4= × 35

k 1.4 105br
9= ×

R6 BrO2
• + Fe(phen)3

2+ + H+ ⇄ HBrO2 + Fe(phen)3
3+ k 1.0 106f

9= × 30

k 336r =

R8a Br2 + MA(enol) → BrMA + Br− + H+ k 2.0 108af
6= × 33

R8b HOBr MA(enol) BrMA H O2+ → + k 6.7 108bf
5= × 33

R9 Fe(phen) BrMA P1 Fe(phen) Br 2H3
3

3
2+ + + ++ + − +V k 109f = 36

k 1.09r =

R10 Fe(phen) MA P2 H Fe(phen)3
3

3
2+ → + ++ + + k 0.002410f = 34

E MA MA(enol)V k 2.6 10Ef
3= × − 37

k 180Er =

A1 H2BrO2
+ ⇄ HBrO2 + H+ k 1.0 10A1f

8= × 31

k 1.5 10A1r
8= ×
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report the data for the potassium series. Our measurements
show a very strong inverse dependence of period time on
acidity, and the period times decrease exponentially with
acidity. While we were motivated by our interest in the HBrO2
disproportionation chemistry, the numerical simulations
showed relatively quickly that the acid dependence of R4 has
only a minor effect on the overall dynamics of the BZ reaction.
Instead, and unexpectedly, we found that agreement between
the experiments and their simulations can only be achieved
with the inclusion of proton-catalysis of the outer shell electron
transfer reaction between the oxidized species [Fe(phen)3]

3+

and bromomalonic acid in reaction 9 (reaction R9). The
simulation of reaction R9 with a second-order dependence on
[H+] results in compelling agreement with experiment over the
entire range of acidities measured. An explanation is offered for
this catalysis based on the acidity dependence of the ion
aggregation of the oxidant and its effect on that rate of electron
transfer.

■ EXPERIMENTAL AND MATHEMATICAL METHODS
Performance and Recording of Oscillating Reactions.

We followed the protocol by Shakashiri46 for the iron- and
cerium-catalyzed bromate-malonic acid reaction except we
omitted the cerium. We prepared three solutions. The first
beaker contained 250 mL of DI (deionized) water and 9.5 g
(56.886 mmol, MM(KBrO3) = 167.00 g/mol) of potassium
bromate (KBrO3, Acros Organics, 99.5%). The second beaker
contained 250 mL of DI water, 1.75 g (14.71 mmol, MM(KBr)
= 119.00 g/mol) of potassium bromide (KBr, Acros Organics,
99+%), and 8.0 g (0.077 mol, MM(MA) = 104.06 g/mol) of
malonic acid (MA, H2C(COOH)2, Acros Organics, 99%). The
third beaker contained a varied volume of 18.38 M sulfuric acid
(H2SO4, Fischer Scientific, 96.5%) and enough DI water to
make the total volume of the third beaker 250 mL. We varied
the concentration of H2SO4 by adding a different volume of
acid to a graduated cylinder and adding enough water to afford

250 mL of the acid solution. All three of these beakers
contained 250 mL of solution. We also made a fresh ferroin
solution by mixing 100 mL of DI water, 0.23 g (1.51 mmol) of
iron(II) sulfate heptahydrate (FeSO4·(H2O)7, Sigma-Aldrich,
99.999%), and 0.46 g (1.96 mmol) of 1,10-phenanthroline
(Sigma-Aldrich, 99+%).
In a 1 L beaker on a stir plate, we mixed the first two

solutions, added the third solution, and then added 15 mL of
the ferroin solution. Final concentrations in the 1 L beaker
were 74.36 mM KBrO3, 0.10 M MA, 19.22 mM KBr, 0.90 M
H2SO4, and 0.297 mM in Fe(II). A summary of the initial
reaction conditions is given in Table 2. Reactions are labeled
KM%%%, where the “K” indicates that potassium salts were
used and “M%%%” indicates the molarity of H2SO4 multiplied
by 100. For example, the reaction KM120 employs an initial
H2SO4 concentration of 1.20 M. In analogy, the labels “NaM%
%%” refer to reactions with sodium salts.
The reaction was recorded with a Panasonic HC-V110 video

camera which was mounted on a tripod set about five feet away
from the reaction beaker. A white poster board was placed
behind the reaction beaker, and lighting conditions were kept
constant. The zoom on the camera was set to 5×. The reaction
was recorded for approximately 40 min. HD Writer 2.0 was
used to edit the video in the form iFrame and produce an mp4
file.

Video Analysis and Generation of Raw Data. The mp4
video is first converted to a series of JPEG images using the
Aoao Video to Picture Converter47,48 using a standard of 5
frames per second. Next, the images are imported into
Mathematica,49,50 software for image analysis. The images
are cropped to isolate the desired region (not obstructed,
middle of the beaker, avoiding vortex regions) and converted
to matrices of Red−Green−Blue-values using the ImageData
command in Mathematica.
The next step is the choice of a metric to integrate all the

data points in the cropped image and compare them to a given
target value. For a given image with frame number FN and
corresponding to reaction time t = FN/FPS, we chose the
average relative distance from our characteristic color target
values using the formula:

t R G B l

i j R

i j G
i j B

DCC( , , , ) 1 norm

1 (id( , , 1) )

(id( , , 2) )
(id( , , 3) )

m nc c c
2

1 1
c

2

c
2

c
2

∑ ∑
= −

= − −

+ −
+ −

Here, id is a m × n × 3 matrix which contains the Red-, Green-,
and Blue-values at each of the m × n points of the cropped
image.
The constant target values RC, GC, and BC are the Red-,

Green-, and Blue-values predetermined to make the ideal
target color. This formula evaluates the deviation from the
ideal color, where the value of one indicates no deviation.
Consequently, once the color of the pure indicator at an
oxidation state is known, the target RC, GC, and BC values can
be set, and the relative concentration of that oxidation state is
recorded over time using the described method. In the present
study we determined the DCC(t) time traces for the blue color
resulting from a high concentration of oxidized iron catalyst
(ferriin, Fe(phen)3

3+) utilizing the RGB standard values
0.072606, 0.187665, and 0.390992 for R, G, and B,

Table 2. Initial Reaction Conditions and Reaction Naming
Conventiona

BZ reaction with K+

salts
BZ reaction with Na+

salts H2SO4 [M] pH

KM036 NaM036 0.360 0.443
KM041 NaM041 0.408 0.389
KM043 NaM043 0.432 0.364
KM048 NaM048 0.481 0.318
KM053 NaM053 0.529 0.277
KM055 NaM055 0.553 0.258
KM060 NaM060 0.601 0.221
KM062 NaM062 0.625 0.204
KM065 NaM065 0.649 0.188
KM072 NaM072 0.721 0.142
KM077 NaM077 0.769 0.114
KM084 NaM084 0.841 0.075
KM089 NaM089 0.889 0.051
KM096 NaM096 0.961 0.017
KM108 NaM108 1.081 −0.034
KM120 NaM120 1.201 −0.080

aAll reactions employed [MA]0 = 100.5 mM and [Fe]0 = 0.297 mM.
Reactions KM%%% employed potassium salts: [KBrO3]0 = 74.36
mM, [KBr]0 = 19.22 mM. Reactions NaM%%% employed potassium
salts: [NaBrO3]0 = 73.63 mM, [NaBr]0 = 19.06 mM. Approximate pH
computed by pH = −log10[H2SO4]0.
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respectively. The sum of the RGB values has been used in an
analogous way to Beer’s Law to calculate species concen-
trations.51−56 A Fourier transform has been applied to the RGB
data,57 and a digital image-based method has been employed
to determine the end point of titrations.58,59 A similar
approach to ours, using the square of a difference from a
standard or reference color, has also been used as a way of
extracting concentrations from RGB data.60 Video analysis was
used to track chemical waves in a 2D BZ system by comparing
ratios of intensities to a standard in Beer’s Law with different
back lighting conditions.61

Our approach follows the concept described by Beer’s Law.
The basic assumption is made that one might be able to
recover information on the variation of the concentrations of
individual species based on the variation of the color of the
solution. For example, one would expect that a blue color
corresponds to a high concentration of Fe(III) whereas a deep
red solution would correspond to a high concentration of
Fe(II).
Oscillation Pattern Analysis. We are interested in

quantifying the timing of the oscillations and the intensity
variations over the course of each reaction. Variations in the
timing and intensities of the oscillations and DCC(t) time
traces will allow us to construct parameters to describe the
oscillations and elucidate mechanistic details and effects of
acidity. The determination of these oscillation parameters
requires the knowledge of the minima and maxima of the
DCC(t) time traces (Scheme 1).

In this article we focus on the timing of the oscillations, and
for completeness we provide a discussion of acidity effects on
intensity variations in Supporting Information. We are studying
the period time as measured using both the maxima (PTmax)
and the minima (PTmin), the oxidation times (OT) as
calculated by the time of the maximum minus the time of
the preceding minimum, and the reduction times (RT) as
calculated by the time of the minimum minus the time of the
preceding maximum. The selection and calculation of these
parameters are shown in Scheme 1.
The raw discrete DCC(t) data are too noisy to work with

and needs to be smoothed. After smoothing of the DCC(t)
data using a moving average filter, local minima and maxima of
DCC(t) can be located with an extrema-point finder function
(EPmax(t) and EPmin(t) for maxima and minima, respec-

tively), and a list of minima and maxima points (time, DCC(t)
value) is generated. This method is inadequate for our analysis,
however, because the minima and maxima points extracted by
this method do not represent the true minima and maxima of
the oscillation cycle. In some reactions, especially those with a
longer period time, the point with the lowest DCC(t) value
occurs long before the beginning of the oxidation phase and
can show considerable variation between periods. We define
the minimum point as the point at which the oxidation phase
begins, and in order to accomplish this, we had to develop an
additional analysis method. This method consists of first
generating an interpolation function of the smoothed DCC(t)
data and then looking for the minima by starting at the maxima
and moving in the negative time direction until the derivative
became a certain predetermined value (dDCC(t)/dt = 60).
A slightly different problem occurred in determining the

maxima points. The DCC(t) values come as discrete points at
time intervals of 0.2 s, and for reactions with sharper peaks, it is
possible that the actual maximum of the oscillation cycle falls
between the measured discrete points. This would not
normally be a very large problem for extracting the timing
information of the oscillations (i.e., 0.2 s is a relatively small
error for the time scale of the oscillations), but if accurate
DCC(t) values of the maxima are desired simply taking the
EPmax(t) values could result in a relatively large error between
the EPmax(t) value and the actual maximum value of the
oscillation cycle. To reduce this error the maxima points were
chosen as the maxima of the interpolation function of the
smoothed DCC(t) data.

Mathematical Simulation of the Oscillating Reaction.
We have previously described a dynamical method for the
calculation of all species concentrations in multiequilibria
systems,62−64 and this method can be used to examine the
transient kinetics of the evolution of the BZ reaction chemistry.
The dynamical method has its basis in general mass action
kinetics theory65 and results in the formulation of differential
equations representing the derivatives of species concen-
trations with respect to time. We solved the resulting system of
differential equations using the NDSolve66 command in
Mathematica49,67 and obtained concentration data for all
chemical species in the system over the entire selected time
range.

■ RESULTS AND DISCUSSION
Qualitative Description of the Temporal Evolution of

the Oscillation Pattern. Three representative DCC(t) time
traces are shown in Figure 1 for the reactions with initial
sulfuric acid concentrations [H2SO4]0 of 1.20, 0.89, and 0.48
mol L−1, respectively. Figure 2 shows the same DCC(t) time
traces with increased temporal resolution, that is, over a
smaller time range of 300 s between 1300 and 1600 s of
reaction time.
Figures 1 and 2 clearly show that the oscillation frequencies

increase with the acidities of the reactions. In addition, Figure
2 shows that in reactions at lower acidities the DCC(t) values
rapidly decrease and stay near the minimum until the next
oxidation phase. Another effect that can be seen in Figure 1 is
that the DCC(t) values remain higher at higher acidities
whereas the difference ΔI(t) between the values at the
maximum and the minimum is greater at lower acidities.
The change in PTi as well as OT and RT over time is

examined further in Table 3 which shows the parameters
PTmin, PTmax, OT, and RT at t = 500 and t = 2000 s. For most

Scheme 1. Definition of the Oscillation Parameters
DCCmin(t), DCCmax(t), PTmax(t), PTmin(t), OT(t), and
RT(t)
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reactions the induction period is over by 500 s of reaction time,
and all reactions were performed for at least 2000 s. The
PTi(2000) is greatest at the lowest acidity and smallest at the
highest acidity. It can also be seen in Table 3 that the PTi
increases over time for reactions performed at higher acidities
and decreases over time for reactions performed at lower
acidities. For the reactions performed at the lowest acidities
([H2SO4]0 ≤ 0.48 mol L−1), the first period was not observed
until after 500 s of reaction time so the t = 500 cells in Table 3
for those reactions are left blank. Similar trends were also
observed in the OT and RT. A shorter OT is seen at higher
acidities, consistent with the trend in PTi. The difference in
OT at low acidities and high acidities is, however, not very
large, and the OT does not become smaller as consistently as
the PTi. Moreover, the OT does not change significantly or
consistently over time. Additionally, the OT represents a
greater proportion of the overall PTi at higher acidities
compared to lower acidities. The RT follows trends similar to
that of the PTi in that it becomes shorter at higher acidities and
the RT(2000) is greater than the RT(500) at higher acidities,
but this relation is reversed at lower acidities. The RT
represents a greater proportion of the overall PTi than the OT
at lower acidities with the RT and OT becoming closer in
value at higher acidities.

Quantification of the Temporal Evolution of Oscil-
lation Timing. The trends suggested in Figures 1 and 2
regarding period time, the shape of the curves, and the average
DCC(t) value as well as Table 3 motivated us to systematically
study different parameters to describe the oscillations as they
are affected by changes in acidity or if perhaps such parameters
will change over the course of one reaction. As an example, the
PTmax(t), PTmin(t), OT(t), and RT(t) values with their
respective linear regression lines for the reaction KM089 are
plotted in Figure 3 as a function of time. Plots analogous to
Figure 3 for all other reactions are given in the Supporting
Information (Figure S1).
In Figure 3 it can be seen that the values PTmax(t) and

PTmin(t) are about the same at any given time t and that both
values increase slightly but noticeably over the course of the

Figure 1. DCC values over time (500−2500 s) for reactions KM120
(blue), KM089 (green),and KM048 (red).

Figure 2. DCC values over time (1300−1600 s) for reactions KM120
(blue), KM089 (green), and KM048 (red).

Table 3. Reaction Parameters PTmin(t), PTmax(t), OT(t), and RT(t) at t = 500 s and t = 2000 s

PTmin(t) PTmax(t) OT(t) RT(t)

reaction t = 500 t = 2000 t = 500 t = 2000 t = 500 t = 2000 t = 500 t = 2000

KM036 a 494.6b 496.4 14.2 482.2
KM041 482.0 483.1 15.2 467.8
KM043 336.2 337.7 15.9 321.8
KM048 184.2 212.1 187.3 12.9 14.4 199.2 172.9
KM053 86.3 75.6 84.5 75.5 7.6 8.3 76.9 67.2
KM055 89.5 79.4 88.9 80.6 8.7 9.0 80.2 71.6
KM060 83.4 75.8 81.5 7.6 7.1 8.6 74.4 68.0
KM062 57.7 60.0 58.7 59.3 8.2 7.0 54.5 52.3
KM065 41.7 41.7 42.3 42.9 7.2 7.9 35.1 35.0
KM072 32.2 32.8 31.8 32.9 6.5 7.4 25.3 25.5
KM077 21.7 22.6 21.8 22.6 4.7 4.6 17.2 18.0
KM084 21.1 23.4 21.1 22.8 5.4 5.3 15.7 17.6
KM089 17.1 18.7 17.3 18.1 4.4 4.1 12.8 14.0
KM096 9.2 9.9 9.2 10.0 4.4 4.6 4.8 5.4
KM108 11.8 13.3 11.7 13.4 5.1 5.5 6.7 7.9
KM120 8.1 9.1 8.2 9.3 4.1 4.5 4.1 4.6

aReactions with lower initial sulfuric acid concentration sometimes did not exhibit a first oscillation until after 500 s of reaction time. bParameter
values were chosen on the basis of the proximity of their time (absolute value) from t = 500 s or t = 2000 s.
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reaction. The OT(t) values, the lowest curve in Figure 3,
remain essentially the same over time. Hence, the RT(t) values
follow the trend for PTmax(t) and PTmin(t) and also increase
slightly but noticeably over time. The temporal evolution of
the parameters PTmax(t), PTmin(t), OT(t), and RT(t) can be
modeled by linear regression, and the slopes and intercepts of
these linear regressions are given in Table 4 for all reactions.
For example, we list the intercept PT1(0) = PTmax(0) and the
slope m1 for the regression function PTmax(t) = m1t + PT1(0).
Standard correlation coefficients, R2, and standard errors of the
estimate, σest, are included in Table 4.
It is an oddity of the definition of R2 that it can become very

small when slopes are near zero even though the data do not
exhibit much scatter (cf. Figure S1 KM065 and R2(KM065) =
0.13). Hence, we also determined the standard error of the
estimate, σest, which was calculated by the following formula:

p p

n

( )n
est

2

σ =
∑ ′ −

where p’ is the estimated parameter value based on the linear
regression line, p is the measured parameter value, and n is the

Figure 3. Values of PTmin(t), PTmax(t), OT(t), and RT(t) as a
function of reaction time t for reaction KM089 (green in Figures 1
and 2). Unfilled diamonds indicate PTmin(t), and filled diamonds
indicate PTmax(t). Circles indicate OT(t), and triangles indicate
RT(t). The regression lines also are shown for PTmin(t) = m1t +
PT1(0), PTmax(t) = m2t + PT2(0), OT(t) = m3t + OT(0), and RT(t)
= m4t + RT(0).

Table 4. Linear Regression for Reaction Parameters PTmin(t), PTmax(t), OT(t), and RT(t) of KM Reactions

PTmin(t) PTmax(t)

reaction PT1(0) m1 × 103 R2 σest PT2(0) m2 × 103 R2 σest ΔPTa

KM036 639.92 −67.86 0.94 9.21 577.13 −40.94 0.75 16.39 10.88
KM041 543.55 −40.82 0.87 7.87 528.94 −34.17 0.86 9.15 2.76
KM043 377.18 −20.61 0.96 1.90 369.62 −16.60 0.92 2.80 2.04
KM048 224.11 −17.40 0.95 2.85 222.76 −16.71 0.98 2.03 0.60
KM053 86.08 −5.01 0.89 1.24 86.59 −5.29 0.97 0.61 −0.59
KM055 91.31 −5.47 0.91 1.19 91.27 −5.45 0.99 0.47 0.04
KM060 82.39 −2.72 0.80 0.85 82.62 −2.90 0.98 0.26 −0.29
KM062 58.54 0.38 0.15 0.75 58.49 0.41 0.92 0.15 0.09
KM065 42.16 0.37 0.13 0.65 42.09 0.43 0.97 0.07 0.17
KM072 31.52 0.68 0.47 0.55 31.49 0.70 0.98 0.10 0.07
KM077 21.63 0.47 0.38 0.47 21.59 0.50 0.98 0.07 0.21
KM084 20.58 1.16 0.57 0.63 20.59 1.15 0.98 0.12 −0.06
KM089 17.22 0.36 0.60 0.28 17.21 0.37 0.93 0.13 0.07
KM096 8.98 0.47 0.99 0.04 8.98 0.47 1.00 0.03 0.02
KM108 11.30 1.04 0.98 0.11 11.30 1.04 1.00 0.05 0.01
KM120 7.82 0.70 0.99 0.06 7.82 0.70 1.00 0.05 0.02

OT(t) RT(t)

reaction OT(0) m3 × 103 R2 σest RT(0) m4 × 103 R2 σest

KM036 13.58 1.03 0.13 1.83 562.85 −41.96 0.72 18.13
KM041 17.81 −0.72 0.07 1.75 510.51 −33.41 0.84 9.53
KM043 15.25 −0.19 0.01 1.02 354.11 −16.40 0.89 3.31
KM048 11.39 0.40 0.07 1.09 211.17 −17.11 0.96 2.52
KM053 8.37 0.02 0.00 0.73 78.02 −5.18 0.94 0.93
KM055 9.01 −0.27 0.07 0.71 82.29 −5.22 0.95 0.84
KM060 8.52 −0.14 0.03 0.55 73.91 −2.61 0.86 0.69
KM062 7.36 0.15 0.06 0.50 51.15 0.25 0.14 0.53
KM065 6.74 0.08 0.02 0.41 35.38 0.32 0.22 0.41
KM072 6.72 0.15 0.10 0.35 24.80 0.53 0.58 0.35
KM077 4.79 −0.08 0.03 0.36 16.80 0.57 0.57 0.39
KM084 5.12 0.23 0.10 0.44 15.47 0.93 0.59 0.49
KM089 4.49 0.09 0.17 0.19 12.72 0.28 0.57 0.23
KM096 4.35 0.12 0.94 0.03 4.63 0.35 0.99 0.03
KM108 5.02 0.25 0.87 0.07 6.29 0.79 0.98 0.08
KM120 3.99 0.26 0.95 0.05 3.84 0.44 0.98 0.05

aΔPT = {PT1(0) − PT2(0)/PT2(0)} × 100%.

The Journal of Physical Chemistry A Article

DOI: 10.1021/acs.jpca.8b05015
J. Phys. Chem. A XXXX, XXX, XXX−XXX

F

http://pubs.acs.org/doi/suppl/10.1021/acs.jpca.8b05015/suppl_file/jp8b05015_si_001.pdf
http://dx.doi.org/10.1021/acs.jpca.8b05015


number of values for the parameter. Comparison of the σest
value to the intercept PT1(0) for any given reaction shows less
than 3% deviation, and the quality of the fit is equally high for
the regressions of the PTmin(t) and RT(t) data. Another
approach to estimate numerical error consists of the pairwise
comparison of the intercepts PT1(0) and PT2(0). In an ideal
world, one would expect that the period times determined with
the PTmin(t) and PTmax(t) data, respectively, are exactly the
same, i.e., PT1(0) = PT2(0). The data in Table 4 show that
PT1(0) ≠ PT2(0), and the difference can become quite large in
absolute value. However, the relative deviation ΔPT =
{PT1(0) − PT2(0)/PT2(0)} × 100% again remains below
3% with the single exception of reaction KM036 (only 4
oscillations measured).
Acidity Dependence of Oscillation Timing. The

dependence of the PTi(0) values and of the associate slopes
mi on the initial sulfuric acid concentration [H2SO4]0 is
illustrated in Figure 4. Figure 4 clearly shows that PTi(0)

decreases with increasing acidity. There is a steep decrease in
PTi(0) in the region 0.3 < [H2SO4]0 < 0.6, and PTi(0)
asymptotically approaches zero in the region [H2SO4]0 > 0.9.
In the bottom plot of Figure 4, it can be seen that the slopes m1
and m2 increase with [H2SO4]0. The magnitude of the slopes
all are small (<0.1), but they show significant features.
Interestingly, the sign of the slopes changes from negative to
positive in the region [H2SO4]0 ≈ 0.6. Note that the slopes m1
and m2 increase relatively rapidly in the region [H2SO4]0 < 0.6
(m1 from −0.067 to −0.0027; m2 from −0.041 to −0.0029)
while the slope remains essentially constant, very small, and

slightly positive (m1 < +0.0015) in the high-acidity region
[H2SO4]0 > 0.6. Thus, the period times PTi decrease over the
course of the reaction at lower acidities, and the decrease is
more pronounced at lower acidities. On the other hand, the
PTi increases over the course of a reaction when [H2SO4]0 >
0.6, and this increase in PTi is relatively constant and low over
the remaining range of initial sulfuric acid concentrations. The
observed dependence of the period times reflects the acidity
dependence of the reduction phase of the oscillating reaction.
The RT(0) values (top) and the slopes m3 (bottom) are

plotted in Figure 5 as a function of the initial sulfuric acid

concentration [H2SO4]0. The plot of RT(0) as a function of
[H2SO4]0 closely resembles the respective plot of PTi in Figure
4. The RT(0) values are high at low acidity and approach an
asymptote with increasing acidity. As with the PTi(0) values in
Figure 4, the greatest decrease in RT(0) occurs in the region
0.3 < [H2SO4]0 < 0.6, and the RT(0) values are fairly constant
and low in the region 0.9 < [H2SO4]0 < 1.2. The bottom part
of Figure 5 also shows the same effect of acidity as with the PTi
values. Just like the slopes m1 and m2 of the plots PTi(t) = mit
+ PTi(0), the slope m4 describing RT(t) = m4t + RT(0) starts
negative, increases rapidly to a positive value at [H2SO4]0 =
0.6, and remains constant and slightly positive as [H2SO4]0
increases.
Figure 6 shows the OT(0) values as a function of the initial

sulfuric acid concentration [H2SO4]0. The OT(0) values
decrease with increasing [H2SO4]0 and asymptotically
approach the value of about 4 s. The changes of m3 with
increasing [H2SO4]0 are insignificant (Table 3) and are not
included in Figure 6. The data suggest that the oxidation time

Figure 4. Period length variations of the KM series of reactions
depending on sulfuric acid concentration. Values of PTi(0) (top) and
of mi × 103 (bottom) are shown as a function of initial sulfuric acid
concentration [H2SO4]0. Unfilled diamonds indicate PT1(t) and m1
values, and filled diamonds indicate PT2(t) and m2 values. An
exponential regression curve is also plotted for the PT1(0) data.

Figure 5. Variation of reduction times RT(0) (top) and of m4 × 103

(bottom) of the KM series of reactions depending on the initial
sulfuric acid concentration [H2SO4]0.
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OT does not depend to a significant extent on acidity and does
not contribute to the significant changes of the period times
PTi as the acidity is varied. At the lower acidities the OT is a
very small proportion of the PTi whereas at higher acidities the
OT can make up as much as one-half of the total PTi.
Because the acidity effects on the period times PTi are so

similar to those on the reduction RT, it can be concluded that
the acidity dependence of the period times PTi are primarily
due to the acidity dependence of the reduction phase of the BZ
reaction. Hence, the question becomes why the reduction time
RT becomes shorter and shorter with increasing acidity and
accounts for less and less of the total period time PTi.
Numerical Simulation of the Belousov−Zhabotinsky

Reaction. In order to understand the effect of acidity on the
kinetics of the BZ reaction, a simulation of the entire reaction
was necessary and the standard set of reactions did not match
experimental results across the acidity range studies. The
simulation based on the reactions of the core mechanism with
the reactions listed in Table 1 and in combination with the
initial conditions of Table 2 (the BZR1 system) did not
produce oscillations at acidities of [H2SO4]0 < 0.8 mol L−1. In
the acidity range where this BZR1 system did feature
oscillations, the acidity dependence of the simulated period
times did not resemble the experimental data even in a
qualitative fashion (vide infra). We explored many chemically
plausible variations of the reactions of the core mechanism,
and the simulations met with success only when we changed
the forward reaction R9 in the BZR1 system to include a
second-order dependence on [H+] in the modified reaction
R9′ in the BZR2 system.

Fe(phen) BrMA

P1 Fe(phen) Br 2H
3

3

3
2

+

+ + +

+

+ − +V (R9)

Fe(phen) 2H BrMA

P1 Fe(phen) Br 4H
3

3

3
2

+ +

+ + +

+ +

+ − +V (R9′)

The consideration of this [H+] dependence on reaction R9
was not at all obvious. The omission of this [H+] dependency
usually is inconsequential because acid concentrations in
typical BZ reactions are [H+] ≈ 1 M. The success of the
addition of this [H+] dependence is undeniable, however, as
not only does the BZR2 system produce oscillations over the
entire experimental acidity range but also the period lengths of

the simulations match the measured period lengths in a
compelling fashion.
As an example, Figure 7 illustrates the oscillations of the

concentration of HBrO2 as a function of time for the

simulation of the BZR2 system at 0.48, 0.89, and 1.20 M
H2SO4. The determination of the oscillation parameters
characterizing the oscillations resulting in the BZR2 simulation
was accomplished with the same method described for the
analysis of the experimental data. The temporal evolution of
the parameters PTmax(t), PTmin(t), OT(t), and RT(t) were
modeled by linear regression for all acidities, and the slopes
and intercepts obtained by these linear regressions are given in
Table 5. For example, we list the intercept PT1(0) = PTmax(0)
and the slope m1 for the regression function PTmax(t) = m1t +
PT1(0). Standard correlation coefficients, R2, and the standard
errors of the estimate, σest, are included in Table 5.
The most important parameter is the period time, and the

simulated PTi data are compared to the experimental data in
Figure 8. The black line shows the exponential regression curve
fit to the measured period lengths. The BZR1 simulation (blue
in Figure 8) oscillates only at [H+] > 0.9 mol L−1 and would
suggest that the period lengths increase with acidity. In sharp
contrast, the BZR2 simulation (green in Figure 8) not only
oscillates over the entire acidity range but also matches the
experimental period times in a stunning fashion. Comparisons
of the simulated reduction times RT and oxidation times OT
with the measured data are illustrated in Figure S3, and they
also match very well.

Ion-Pairing Effects on Electron Transfer Reaction. We
were able to replicate the acidity effect on the period times in a
compelling fashion by replacement of forward reaction R9 by
way of inclusion of a second-order dependence on [H+] in the
modified forward reaction R9′. How exactly this occurs
mechanistically is still unclear, but literature on electron
transfer reactions between transition metal complexes suggests
a plausible explanation. There is evidence that oxidations by
[Fe(phen)3]

3+ species involve outer sphere electron transfer.68

The suggested proton-dependence of the oxidation of BrMA

Figure 6. Variation of oxidation times OT(0) of the KM series of
reactions depending on the initial sulfuric acid concentration
[H2SO4]0.

Figure 7. Simulated concentrations (mol L−1) of HBrO2 as a function
of time (t, in s) for the simulation system BZR2 with constant initial
conditions [BrO3

−]0 = 0.07436 mol L−1, [Br−]0 = 0.01922 mol L−1,
[MA]0 = 0.1 mol L−1. The initial sulfuric acid concentration was
varied, and the [HBrO2](t) traces are shown for the three acidities
[H2SO4]0 = 1.20 mol L−1 (blue), [H2SO4]0 = 0.89 mol L−1 (green),
and [H2SO4]0 = 0.48 mol L−1 (red) corresponding to the
experimental systems KM120, KM089, and KM048, respectively.
The [HBrO2](t) trace for [H2SO4]0 = 0.48 mol L−1 (red) has
concentration maxima on the order of 1.35 × 10−5 mol L−1.
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by [Fe(phen)3]
3+ thus poses the question as to how the acidity

of the medium might affect the reaction between BrMA and
[Fe(phen)3]

3+. The pKa values of malonic acid69 are 2.9 and
5.7, and one can be fairly certain that bromomalonic acid will

be present as a neutral dicarboxylic acid in the pH range of the
measurements. Hence, the focus has to be on the [Fe-
(phen)3]

3+ species and its solvation and aggregation. It has
been pointed out that, in order for an outer sphere electron
transfer to occur, the electron donor must first come in close
contact with the electron acceptor and that bulky ligands and
coordinated anions may block the approach of the electron
donor.70,71 Investigations into the effects of anions on the rate
of electron transfer between substitution-inert transition metal
complexes showed both increases72−75 and decreases76,77 in
the rates of electron transfer reactions as a result of anion
addition. These different anion effects can be rationalized by
noting that all the increased reaction rates are between two
transition metal cations and the decreased reaction rates are
between two neutral transition metal complexes or a neutral
transition metal complex and a cation. Reaction rates between
cations are slow because of electrostatic repulsion, and the
formation of ion pairs can decrease electrostatic repulsion and
thereby increase reaction rates. On the other hand, aggregation
of anions with neutral transition metal complexes can block
electron transfer sites and slow electron transfer reaction rates.
In our case, we have a cationic transition metal complex
reacting with a neutral molecule, and one would expect that
this reaction would be slowed by aggregation of anions with
the transition metal complex. Any trication will tend to
aggregate as much as possible with counteranions to maximize

Table 5. Linear Regression for Reaction Parameters PTmin(t), PTmax(t), OT(t), and RT(t) of BZR2 Simulation

PTmin(t) PTmax(t)

[H2SO4]0
b PT1(0) m1 × 103 R2 σest PT2(0) m2 × 103 R2 σest ΔPTa

0.30 329.59 63.93 1.00 0.00 408.13 22.09 0.77 0.00 19.25
0.40 252.88 −2.65 0.04 0.00 255.21 −4.94 0.14 6.35 0.91
0.50 162.88 −2.91 0.10 4.13 160.14 −2.66 0.20 3.93 0.07
0.60 109.50 −0.08 0.01 2.70 110.21 −0.38 0.12 2.61 0.64
0.65 93.95 0.48 0.06 2.36 94.35 0.34 0.04 2.30 0.48
0.75 74.08 −0.77 0.28 2.46 73.00 −0.13 0.00 2.37 0.11
0.85 33.09 −2.54 0.22 0.73 34.41 −3.46 0.20 0.72 3.85
0.90 28.33 −1.17 0.24 0.65 28.98 −1.62 0.20 0.65 2.19
1.00 23.01 −0.46 0.30 0.54 23.20 −0.58 0.22 0.54 0.71
1.10 19.47 −0.17 0.10 0.46 19.56 −0.21 0.12 0.45 0.34
1.20 17.16 −0.12 0.08 0.40 17.19 −0.14 0.13 0.40 0.18
1.30 15.34 −0.06 0.01 0.36 15.35 −0.07 0.05 0.36 0.04
1.40 13.89 0.02 0.00 0.32 13.88 0.02 0.01 0.33 0.06
1.50 12.65 0.13 0.05 0.30 12.64 0.14 0.06 0.30 0.10

OT(t) RT(t)

[H2SO4]0 OT(0) m3 × 103 R2 σest RT(0) m4 × 103 R2 σest

0.30 50.24 36.23 0.80 0.00 339.29 −3.93 1.00 0.00
0.40 72.97 1.35 0.01 3.44 186.04 −9.19 0.78 0.00
0.50 50.06 1.57 0.07 2.25 110.72 −4.86 0.75 3.39
0.60 37.02 2.93 0.90 1.57 72.80 −3.14 0.98 2.16
0.65 33.18 3.39 0.80 1.43 61.00 −3.01 0.99 1.85
0.75 28.28 3.91 0.83 1.54 44.59 −4.03 0.99 1.87
0.85 17.24 −1.14 0.19 0.53 15.81 −1.38 0.23 0.50
0.90 15.19 −0.65 0.28 0.47 13.14 −0.51 0.16 0.44
1.00 12.34 −0.21 0.18 0.39 10.69 −0.25 0.22 0.36
1.10 10.56 −0.13 0.14 0.34 8.92 −0.02 0.01 0.32
1.20 9.28 −0.14 0.21 0.29 7.88 0.02 0.01 0.27
1.30 8.24 −0.15 0.19 0.26 7.11 0.08 0.04 0.25
1.40 7.37 −0.09 0.13 0.23 6.52 0.11 0.07 0.22
1.50 6.62 −0.05 0.04 0.22 6.03 0.18 0.16 0.21

aΔPT = {PT1(0) − PT2(0)/PT2(0)} × 100%. b[H+]0 = [H2SO4]0.

Figure 8. Period length variations of the simulation BZR1 (blue),
BZR2 (green), and the exponential regression curve of the
experimental data (black) depending on acid concentration. Values
of PTi(0) are shown as a function of initial sulfuric acid concentration
[H2SO4]0 (mol L−1). Unfilled shapes indicate PT1(0) values, and
filled shapes indicate PT2(0) values. Exponential regression curves are
shown for PT1(0) values (solid green line) and PT2(0) values (dashed
green line) for the simulation BZR2.
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its electrostatic stabilization. Crystal structures exist of a few
[Fe(phen)3]

3+ complexes,78,79 and many more crystal
structures are known for [Fe(phen)3]

2+ complexes;80 all of
them feature [Fe(phen)3]

u+ units which are wholly embedded
in shells of counterions. Hydrogensulfate is by far the most
abundant anion in the BZ reaction, and one may therefore
anticipate the presence of [Fe(phen)3(HSO4)n(H2O)m]

(3−n)+

species (n = 0−3). The approach of BrMA necessitates the
displacements of solvating water and of aggregating HSO4

−

counterions. Our results suggest that protonation of HSO4
− by

H3O
+ is required so that BrMA can replace a neutral H2SO4

molecule in the solvation shell of the oxidant. The insertion of
BrMA into the solvent shell of the [Fe(phen)3]

3+ species is one
requirement, and the second-order dependence on the proton
concentration further suggests that BrMA is oxidized by a
doubly charged [Fe(phen)3(HSO4)1(L)k]

2+ species, where L
stands for any neutral molecule (i.e., H2O, H2SO4, BrMA). In
other words, the electrostatic stabilization of the oxidant by the
aggregated anions reduces the oxidation potential of the Fe3+-
system76 and causes a kinetic barrier as it prevents the
approach of BrMA. Vice versa, the removal of these anions by
protonation creates a better oxidant and facilitates the
approach of the reductant BrMA.

■ CONCLUSIONS
The acidity dependence of the iron-catalyzed bromate-malonic
acid Belousov−Zhabotinsky reaction was studied in the range
0.36 M < [H2SO4]0 < 1.20 M for at least 2500 s with all other
initial conditions being equal. Mathematical methods for image
analysis of the video-recordings were developed to analyze the
temporal evolution of the oscillation patterns. The effects were
quantified for the initial sulfur acid concentration [H2SO4]0 on
the temporal evolution of period times PTi, oxidation times
OT, and reduction times RT as well as of the intensity
variations. Linear regression for the reaction parameters
PTmin(t), PTmax(t), OT(t), and RT(t) shows only very small
changes over the measured reaction times, and each reaction is
well-characterized by the intercepts PTi(0), OT(0), and
RT(0). The results show that the period times PTi decrease
exponentially with increasing acidity. Furthermore, the results
show similar oxidation times over the acidity range while the
decrease of the period times with increasing acidity primarily
reflects the decrease of the reduction times RT with increasing
acidity.
To understand the effect of acidity on the kinetics of the BZ

reaction, we simulated the BZ reactions with the dynamical
method using all of the reactions of the core reaction
mechanism listed in Table 1 and the experimental initial
concentrations of Table 2 (the BZR1 system). The simulations
of the BZR1 system failed to match the measurements even in
a qualitative fashion. Instead, we found that agreement
between the experiments and the simulations can only be
achieved with the inclusion of proton-catalysis of the outer
shell electron transfer reaction between the oxidized [Fe-
(phen)3]

3+ species and bromomalonic acid in reaction R9. The
simulation of reaction R9 with a second-order dependence on
[H+] (the BZR2 system) results in compelling agreement with
experiment over the entire range of acidities measured.
The suggested proton-dependence of the oxidation of BrMA

by [Fe(phen)3]
3+ informs about the species involved in the

outer sphere electron transfer reaction. The trication species
[Fe(phen)3]

3+ will be stabilized by ion pairing and solvation
and one may anticipate the presence of [Fe(phen)3-

(HSO4)n(H2O)m]
(3−n)+ species (n = 0−3). The approach of

BrMA necessitates the displacements of solvating water and of
aggregating HSO4

− counterions. Our results suggest that
protonation of HSO4

− by H3O
+ is required so that BrMA can

replace a neutral H2SO4 molecule in the solvation shell of the
oxidant and the second-order dependence on the proton
concentration further suggests that BrMA is oxidized by a
doubly charged [Fe(phen)3(HSO4)1(L)k]

2+ species, where L
stands for any neutral molecule (i.e., H2O, H2SO4, BrMA). In
other words, the electrostatic stabilization of the oxidant by the
aggregated anions reduces the oxidation potential of the Fe3+-
system and causes a kinetic barrier as it prevents the approach
of BrMA.
Considering the complexity of the system and the

uncertainties in the many reaction rate constants in the
BZR2 system (Table 1 with reaction R9′), we were somewhat
surprised to find this high level of agreement by (just) the
replacement of reaction R9 by reaction R9′. In fact, this high
level of agreement presents a powerful corroboration of the
core reaction mechanism of the BrMA-rich BZ reaction and
the replacement of reaction R9 by reaction R9′ extends the
validity of this core reaction mechanism to acidities above and
below the typical acidity of BZ reactions ([H+] ≈ 1 M). There
are several possibilities to optimize the reaction system, and
some will have higher priority than others. Our results
obviously imply that one ought to include an analogous
[H+] dependence on R10, the oxidation of malonic acid by the
oxidized catalyst. For the present case of BrMA-rich BZ
reactions, the reduction of the [Fe(phen)3]

3+ species is
accomplished essentially in full by BrMA, and hence, R10 or
any of its proton-catalyzed variants are not competitive. It will
be a high priority to improve the kinetic rate equations of all
possible reactions between [Fe(phen)3]

3+ species and BrMA.
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Our results suggest that the second-order dependence on
[H+] in the modified reaction R9′ is key to matching
experiments and simulations. However, one cannot exclude
parallel reactions with f irst-order and/or third-order [H+]
dependencies in the modified versions of reaction R9. Of
course, the reaction rate constants differ for the reactions
reaction R9′p and the good agreement obtained here suggests
that the commonly employed k9f value is a close approximation
of the reaction rate constant k9′f of reaction R9′. The inclusion
of all processes reaction R9′p) should lead to a better fit with
the experimental period and oxidation times and the
contribution of reaction R9′3 promises a higher curvature of
PTi(0) = f([H2SO4]0).
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