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The intrinsic reaction coordinate (IRC) approach has been used
extensively in quantum chemical analysis and prediction of
the mechanism of chemical reactions. The IRC gives a unique
connection from a given transition structure to local minima
of the reactant and product sides. This allows for easy under-
standing of complicated multistep mechanisms as a set of sim-
ple elementary reaction steps. In this article, three topics
concerning the IRC approach are discussed. In the first topic,
the first ab initio study of the IRC and a recent development
of an IRC calculation algorithm for enzyme reactions are intro-

Introduction

Intrinsic reaction coordinate (IRC), which was proposed by
Fukui in 1970 as a path of chemical reactions,!? is the mass-
weighted steepest descent path on the potential energy sur-
face (PES), starting from the transition structure (TS), that is,
first-order saddle point. The mass-weighted steepest descent
path starting from nonstationary structures is called meta-
IRC.®) The IRC is the solution of the following differential
equation,

=v(s) M

where q is the mass-weighted Cartesian coordinates and s the
coordinate along the IRC. The normalized tangent vector v of
the IRC corresponds to the normal coordinate eigenvector
with a negative eigenvalue at the TS with s =0, and, at the
other points, the unit vector parallel to the mass-weighted
gradient vector g, that is, v=-g/|g| for s >0 and v = g/|g| for
5 < 0. In numerical integration of Eq. (1), g has to be computed
repeatedly. Hence, various IRC-following algorithms have been
proposed to reduce the number of gradient calculations. ="
With help of these algorithms, the IRC approach has been
used extensively in analysis and prediction of mechanisms of a
variety of chemical reactions."'"*!

There are several merits in the IRC approach. The IRC gives
a unique connection from a given TS to two local minimum
structures (MINs). Geometry optimization may converge to a
wrong TS if a given initial structure is not sufficiently close to
the desired TS. In many theoretical studies, the IRC has been
calculated to confirm whether the obtained TS is connected
with two MINs for a target reaction. Moreover, once a MIN-TS-
MIN connection is provided, a rate constant for a correspond-
ing elementary step can be evaluated by the transition state
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duced. In the second topic, cases are presented in which
dynamical trajectories bifurcate and corresponding IRC con-
nections can be inaccurate. In the third topic, a recent devel-
opment of an automated reaction path search method and its
application to systematic construction of IRC networks are
described. Finally, combining these three topics, future per-
spectives are discussed. © 2014 Wiley Periodicals, Inc.

DOI: 10.1002/qua.24757

theory."®'”) It is also a practical merit that obtaining a large
ensemble of trajectories is not required. The formulation of Eq.
(1) with the definition of v was started from the classical equa-
tions of motion, assuming that at every point the nuclei have
infinitesimal velocity."" Fukui noted that the IRC represents the
vibrationless-rotationless motion path of the reacting sys-
tem.”? This formulation introduced the mass-weighted coordi-
nates, and consideration of the mass gave an adequate
representation of the atomic motion. Movement of atoms
along the IRC is relatively simple owing to complete omission
of vibrational and rotational motions. This allows for quick
understanding of the reaction mechanisms. It is also easy to
see variation of various properties, such as molecular orbitals,
atomic charges, and spin densities, in the course of the reac-
tion. For example, Fukui et al'®'® investigated interaction
frontier orbitals along the IRC, and recently Tsuneda et al.*”’
proposed a new reactivity index that can be evaluated along
the IRC on the basis of accurate orbital energies obtained by
the density functional theory with long-range corrected
functionals.”"

There have been considerable debates concerning draw-
backs of the IRC approach. One is the instability of the IRC
due to the valley-ridge inflection (VRI).?>® The VRI may
invoke a bifurcation of a bunch of dynamical trajectories with
different initial conditions into one side and the other side of
the ridge, through contributions of molecular vibrations
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perpendicular to the IRC tangent.*’=>"! In such cases, the MIN-
TS-MIN connection obtained by the IRC approach can be inac-
curate. Techniques to find its indication have been proposed
to notice occurrence of a bifurcation.®®% Cases in which
dynamical trajectories considerably deviate from the IRC
regions have also been reported.”'”* This often takes place
in the exit channel, where the excess kinetic energy is earned
by descending the potential barrier, especially when the IRC is
heavily curved.®"%¥ Trajectories may circumvent even the TS
region in reactions driven by collision energy or thermal
kinetic energy that is much larger than the barrier height.[6*¢*
The dynamics called “roaming”®~"* and “roundabout”®>%®
goes through a shallow potential valley for weakly bound
complexes, and the corresponding trajectories can deviate
very much from the corresponding IRC. In 1980, Miller et al.”*
and Kato and Morokuma! proposed a treatment that incor-
porates dynamical effects to the IRC with the Harmonic
approximation of the PES for perpendicular directions to the
IRC tangent. Miller et al's formulation, called reaction path
Hamiltonian, has been developed further with various exten-
sions.”® A statistical kinetic theory for the roaming reaction
has also been suggested.”” The quantum tunneling,”%%¢
which allows for the corner cutting of the IRC, can be another
significant cause of deviation of the actual motion of the
nuclei from the IRC. Truhlar et al.”®”®! have proposed various
semiclassical tunneling models to take the quantum tunneling
into account in rate calculations.

The IRC can be computed automatically using one of the
IRC following algorithms,“'® once the corresponding TS is
located. However, finding TSs is a difficult task as illustrated in
an early review by Muller with two-dimensional model poten-
tials.®”? There have been considerable efforts in development
of efficient TS search techniques.'>'*' These techniques can
be classified into three types: (1) single-ended method,®~¢!
(2) coordinate driving method,”” %" and (3) double-ended
(interpolation) method.®'°"=""?! Methods fall into the type (1)
are called quasi-Newton methods, and can optimize a TS start-
ing from an initial guess. Methods of the type (2) follow a min-
imum energy path along specified reaction variables while
relaxing the others. The type (3) methods can find TSs along a
path connecting given two (or more) geometries. These meth-
ods require some guesses concerning reaction mechanisms. In
fact, it is difficult to study mechanisms with many unknown
elementary steps using only these “targeted” methods. In
establishing pathways of multistep reactions, one needs to
find a network of the IRC, that is, IRC network. To uncover a
complicated IRC network, a fully automated search is required.
Therefore, various approaches have been proposed.l''>7'32 |n
particular, an approach that ascends the PES from a minimum
to saddles using the eigenvector following method®” would
be worth specific mention."?*'?*" Wwith this approach and
molecular mechanics (MM) force fields, Wales et al.l'?*7'2¢
have revealed many complex IRC networks for structural transi-
tions in atomic and molecular clusters and conformational
rearrangements in peptides. Furthermore, these IRC networks
have been analyzed and visualized by the disconnectivity
graph approach.'*7'3*1 Although quantum mechanical (QM)
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calculations are necessary to adequately describe rearrange-
ments of covalent bonds, obtaining IRC networks with QM cal-
culations has not been easy due to heavy computational
costs. To tackle this problem, two methods have been devel-
oped: the anharmonic downward distortion following (ADDF)
method and the artificial force induced reaction (AFIR)
method. The ADDF method has been applied to many gas-
phase reactions and the AFIR method to more complex
reactions.!'?7~132

As discussed above, there have been a large number of
studies concerning the IRC. In this article, we describe some of
our contributions. The first topic is calculation of the IRC.
Morokuma et al. reported the first ab initio study of the IRC
in 1977. This work and a recent development for efficient cal-
culation of the IRC for large systems using QM/MM!'36714! and
microiteration!*>'*3)  methods are discussed."**"*"1 Since
1993, Taketsugu et al.?8-32°2 have studied bifurcation in vari-
ous reactions. Thus, bifurcation and a method to find its occur-
rence are the second topic. Maeda et al.l'?""3? have worked
on development of automated TS searching methods since
2004. Concerning this topic, a recent development of the AFIR
method"?°7"3? is introduced with a few examples of applica-
tion. Finally, future perspectives are discussed.

Calculation

The first ab initio study of the IRC was reported in 1977 by
Morokuma and coworkers,™ for the following two reactions.

HCN — CNH (2)
H™ +H3C—H — H—CH;+H"™ (3)

Implementation of an analytical gradient code and develop-
ment of an efficient TS optimization method in their earlier
study®” were essential steps to realize these calculations. In
IRC calculations, gradient vectors must be computed repeat-
edly. Hence, an algorithm which requires a fewer number of
gradient calculations compared to the conventional Euler
method was also introduced.” The proposed algorithm con-
sists of two steps: a predictor step along the gradient vector,
and corrector steps (energy minimization) along the bisector
line of the angle between the vector along the predictor step
and the gradient vector at the point which was obtained by
the predictor step. With these efforts, the first ab initio calcula-
tion of the IRC was accomplished.™

Nowadays, the IRC for systems consisting of ~100 atoms is
computed routinely with QM calculations. Even in very large
systems such as enzyme, IRC calculations have been per-
formed with using QM/MM approaches."**7*"! The geometri-
cal microiteration technique, developed for efficient QM/MM
geometry optimization,”'**'*! can also be combined with IRC
following algorithms.!'#+1461%7) |n the microiteration, the entire
system is divided into two subsystems, that is, the reaction
region (R) and non reaction region (N), and atomic coordinates
for the N region are optimized with fixing geometries in the R
region before every displacement of atoms in the R region. In
other words, the IRC is integrated in the geometrical subspace
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Figure 1. The u-IRC for the first step of the isopenicillin N synthesis: a) the whole structure of the TS, b) illustrations of the reaction center structures for

MIN1, TS1, and MIN2 along the u-IRC, and ¢) variations of energy (solid line),
bond distance Roy for the transferring H atom (dotted line).

fulfilling the condition g™ = 0 for the gradient of the N region.
As computational costs for optimization of atomic coordinates
for the N part can be negligible if the N part is treated by an
inexpensive MM force field and only the R part by QM calcula-
tions, total computational costs required for an IRC calculation
in a large system, such as enzyme, is expected to be compara-
ble to those for a small model system. In this approach, only
complication is the representation of the Hessian, and the fol-
lowing effective Hessian can be adopted to take the coupling
between R and N regions,

OEQ) _ g N3 39 C N C
9Q,0Q; _hl’/’_ZmzapH Zn:3p+1 him Womhr “)

where Q is the atomic coordinates {Q} for atoms in the R
region, hf} and hS are Hessian matrix elements of the R-R
block and the R-N coupling (C) block, respectively, p and g are
the number of atoms in the R region and the total number of
atoms, respectively, and WY is an inverse Hessian matrix ele-
ment of the N-N block."** We denote this IRC determined
with the geometrical microiteration as u-IRC. The u-IRC is an
approximate solution of Eq. (1) for the full system.

Figure 1 shows an example of the u-IRC for the initial step
of isopenicillin N synthesis. This step occurs in the quintet spin
state.l"*® A whole image of the TS including 5368 atoms is
shown in Figure 1a. The set of stationary points MIN-TS-MIN
for this elementary step is presented in Figure 1b, where only
atoms in the R region are shown for clarity. In ONIOM calcula-
tions,[*%1*" 3 subsystem composed of these 65 atoms was
considered to be the model system and treated by the B3LYP/
6-31G* method, where terminal C atoms were replaced by link
H atoms in the model system. For the MM part, the AMBER
force field was applied. These setups are identical to those
used in the previous study.'*® The u-IRC was integrated by
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C—H bond distance Rcy for the transferring H atom (dashed line), and O—H

the local quadratic approximation (LQA)”? method combined
with the microiteration. The LQA method requires Hessian in
every integration step; it was computed analytically at every
10 step and updated by the Bofill's algorithm!*®! in the other
steps. In construction of the effective Hessian, matrix elements
of the N-N block for atoms distant more than 10 A from any
of atoms in the R region were set zero. The step size was
adjusted so that the total atomic displacement in the R region
with the simple Euler step becomes 0.05 A.

The energy profile along the u-IRC is shown in Figure 1c
with a solid line. The path coordinate s represents the sum of
coordinate displacements in the R region. This profile can be
decomposed into three stages: approach of the H atom in the
CH, group to the O atom of the O, molecule, the H atom
transfer from C to O, and conformational relaxations. The very
sharp peak in a narrow path area of —0.3 <s< 1.0 describes
the H atom transfer event. As shown also in Figure 1c, the
C—H bond distance Rcy rises sharply around s = —0.3 and the
O—H bond distance Roy converges to ~0.98 A near s=1.0.
After the H atom transfer, the system undergoes conforma-
tional rearrangements involving rotations of —CH=S and
—O—OH groups.

The w-IRC is an approximate solution of Eq. (1) for the full
system. Nevertheless, the energy profile as well as the MIN-TS-
MIN connection of the u-IRC in Figure 1 looks reasonable. This
example demonstrates that the u-IRC approach allows for effi-
cient computation of an approximate IRC for the large full sys-
tem with a comparable computational cost to the
corresponding IRC calculation in a small model system. It is
noted that Thiel and coworkers!*” recently systematically
compared the IRC integrated with and without the microitera-
tion, and demonstrated that the microiteration can safely be
used to check the connectivity between a TS and the associ-
ated reactant and product.
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Figure 2. Schematic illustrations of the bifurcation with two-dimensional
model potentials: a) a symmetric case with respect to the x-axis and b) an
asymmetric case.

Bifurcation

Figure 2 illustrates bifurcations of two types with two dimen-
sional model potentials. The potential of Figure 2a is symmet-
ric with respect to the x-axis, and exhibits a bifurcation on a
symmetric ridge. There are two TSs, II-TS1a and II-TS2a, and
the IRC starting from II-TS1a reaches II-TS2a due to the sym-
metry. Then, the second IRC from II-TS2a leads to II-MIN1a and
II-MIN1a’ There is a VRI point, lI-VRIa, at which the curvature in
the x axis changes from positive (valley) to negative (ridge). A
bunch of dynamical trajectories starting around II-TS1a bifur-
cates after II-VRIa, leading to one of the potential wells, MIN1a
or MIN1a, depending on initial conditions. Bifurcations of this
type show an apparent indication; an IRC from a TS reaches
another TS that is lower than the first TS. Moreover, finding
the VRI point is relatively easy, as the VRI point is located on
the IRC.

Wiley Online Library

On the potential shown in Figure 2b, a bifurcation on an
asymmetric ridge takes place. The IRC from I[I-TS1b directly
leads to II-MINTb, passing through near II-TS2b. With the IRC
approach, 1I-MIN2b can be reached from II-MIN1b only through
II-TS2b. However, dynamical trajectories starting around II-TS1b
can lead to either [I-MIN1b or II-MIN2b depending on initial
conditions. Along the IRC, the valley-ridge transition!>” (VRT)
takes place at the VRT point, VRTb, (see below for their defini-
tions). Thus, the VRT point on the IRC can be an indication of
bifurcations of this type. The real VRI point, VRIb, which is
located not necessarily on the IRC, must be searched in the
full dimension.”?% Conversely, locating the VRT point on the
IRC is relatively easy as discussed below.”?

Finding indication of bifurcation

The VRI is an f — 2 dimensional hyperspace that meets two
conditions simultaneously:*®! (i) the second order deriva-
tive matrix H, Hessian in terms of the mass-weighted coor-
dinate q for f internal degrees of freedom, has a zero-
eigenvalue normal mode and (ii) the zero-eigenvalue mode
is orthogonal to the gradient vector. On the model poten-
tials of Figure 2 with f=2, the VRI is zero dimensional,
that is, a point, as indicated by + marks (see IlI-VRIa and II-
VRIb). At any nonstationary points, v is totally symmetric
and is orthogonal to nontotally symmetric modes. If there
is a point at which a nontotally symmetric mode has zero-
eigenvalue on the IRC, it corresponds to a crossing point
between the IRC and a VRI hyperspace, that is, a VRI point
on the IRC. In Figure 2a, ll-VRIla is located on the IRC, and
the x- and y-axes on the plane of x=0 correspond to non-
totally symmetric and totally symmetric modes, respec-
tively. In other words, a VRI point can be found on the IRC
when a bifurcation takes place along a nontotally symmet-
ric mode. In cases that a bifurcation occurs along a totally
symmetric mode, which is not necessarily orthogonal to v,
the VRI hyperspace does not cross the IRC. This situation is
illustrated in Figure 2b, and II-VRIb is located at a point
away from the IRC.

A point on the IRC, at which a direction perpendicular to v
has zero-curvature, may be called a VRT point."®® Such a
point can be found by normal mode analysis for directions
perpendicular to v. This can be performed by diagonalizing
the projected Hessian H?74

HP=(1-w)H(1-wv) (5)

Diagonalization of H” gives f — 1 eigenvectors perpendicular
to v. At the TS, all the f - 1 modes have positive eigenvalues.
Along the IRC, one of eigenvalues may change its sign from
positive to negative. The point at which the sign change
occurred or the eigenvalue is zero is the VRT point. In Figure
2a, the VRT point (II-VRTa) is identical to ll-VRIa due to the
symmetry. Conversely, in Figure 2b, II-VRTb is located on the
IRC, while II-VRIb is not. As demonstrated below with two
examples, occurrence of bifurcations can be suggested by
locating a VRT point along the IRC.
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Figure 3. A bifurcation on a symmetric ridge for an isomerization of CH;0°
radical: a) structures and their energies and b) variations of energy (dashed
line and left-hand scale) and frequency of the lowest eigenvalue mode of
HP (solid line and right-hand scale) along the IRC from IlI-TS1.

In Figure 2b, the IRC goes through a very close vicinity of II-
TS2b. Thus, the IRC from a TS passing through near another TS
can be an alternative indication of a bifurcation. Finding bifurca-
tions by looking at this indication is currently under test.

Bifurcation on symmetric ridge

Bifurcation of the symmetric case is shown in Figure 3, for an
isomerization reaction of CHsO radical. Geometry optimizations
and IRC calculations were performed for this article at the
UHF/6-31G** level, the same to the level used in the original
paper.?? Figure 3a shows ball-and-stick representations of TSs
and MINs, and (b) variations of energy (dashed line and left-
hand scale) and frequency of the lowest eigenvalue mode of
H® (solid line and right-hand scale) along the IRC from IlI-TS1.
Taketsugu and Kumeda®®? performed ab initio molecular
dynamics (AIMD) simulations, and confirmed that trajectories
starting around IlI-TS1 bifurcate and fall down either IlI-MIN2
or llI-MIN2" around the ridge region deviating from the IRC.
The reactant llI-MIN1 has a C; symmetry, and the C; symme-
try is maintained along the IRC of the first step. The lowest
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eigenvalue of H” is positive at TS1, and decreases in the
course of the reaction. At s = 0.32, its sign changes from posi-
tive to negative, and this point, which is illustrated as IlI-VRT in
Figure 3a, is the VRT point. The zero-eigenvalue mode involves
an out-of-plane motion of the transferring H atom from the
plane of C; symmetry, and is nontotally symmetric. Thus, llI-
VRT can be denoted as a VRI point as well, as both of the two
conditions for VRI are fulfilled at IlI-VRT. The IRC reaches llI-
TS2, and the second IRC from III-TS2 leads to the identical
products 1lI-MIN2 and [lI-MIN2. This reaction profile can be
compared well with the two-dimensional model potential
shown in Figure 2a.

Bifurcation on asymmetric ridge

The second example is an electron transfer reaction,
RCHO®™ + CH3X, which undergoes a bifurcation on an asym-
metric ridge. Bifurcation in this reaction was first suggested by
Shaik et al.®® with steepest descent path calculations. For the
case with R=H and X=Cl, they found that steepest descent
paths starting from a TS with two different sets of coordinates
lead to different products, that is, CH,(CH3)(O®) + CI™ and
HCHO + °*CHs + CI™. This suggested that the IRC goes through
a ridge region separating valleys for the two different product
minima, and subtle changes in the reaction course due to the
use of different coordinates resulted in paths to two different
products. Yamataka et al.®>®! confirmed with AIMD simulations
that dynamical trajectories starting around the TS give the two
products depending on initial conditions. Schlegel and
coworkers®#>4¢! 3lso performed AIMD simulations and dis-
cussed substitution and temperature effects on the branching
ratio. For the case with R=H and X =Cl, Shaik et al.*® found
that along the IRC there is a ridge region at which H' has a
negative eigenvalue mode. Moreover, Taketsugu et al.*?
located a VRT point for the case R = CHs; with X =Cl.

In this article, the case with R=H and X =Cl is introduced.
Geometry optimizations and IRC calculations were performed
at the UHF/6-31+G* level, the same to the level used in the
previous AIMD study.®*¥ Figure 4a shows ball-and-stick repre-
sentations of TSs and MINs, and (b) variations of energy
(dashed line and left-hand scale) and frequency of the lowest
eigenvalue mode of H (solid line and right-hand scale) along
the IRC from IV-TS1. The IRC starting from IV-TS1 undergoes a
C—C bond formation and a C—Cl bond cleavage giving the
Sn2 product of CH,(CH3)(O®) + CI". The lowest eigenvalue of
H” becomes negative after passing through IV-VRT at s = 0.22,
and this suggests that a bifurcation may occur in this ridge
area of 0.22 <s<2.15. IV-VRT rationalizes the occurrence of
the trajectory bifurcation to IV-MIN2 and IV-MIN3 at the UHF/
6-31+G* level.® We note here that on the PES at the UMP2/
6-31+G* level the corresponding VRT point as well as the
resulting ridge region disappear.”? It was also found that the
corresponding PES area is nearly flat toward the bifurcation
direction,®? and this may allow a small fraction of trajectories
to fall down into the well of IV-MIN3 even at the UMP2 level.
Further AIMD studies would be required in future with higher
computational levels. A remaining problem is how to identify
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Figure 4. A bifurcation on an asymmetric ridge for an electron transfer
reaction HCHO®™ + CH5Cl — CH(CH5)(0®) + CI” / HCHO + °CH5 + CI™: a)
structures and their energies and b) variations of energy (dashed line and
left-hand scale) and frequency of the lowest eigenvalue mode of H” (solid
line and right-hand scale) along the IRC from IV-TS1.

the connection between the VRT point and the second prod-
uct minimum (IV-MIN3 in this case) with static calculations.
Although running a bunch of dynamical trajectories from the
TS is one solution, it can be computationally expensive in
large systems. Moreover, results of MD simulations with a lim-
ited number of trajectories are not unique and depend on ini-
tial conditions. Hence, an alternative approach defining the
second connection with static calculations is under develop-
ment. For obtaining branching ratios, MD simulations are
required. Such a MD simulation can be performed efficiently
starting either from TSs with a proper initial condition sam-
pling at TS or from reactant regions using a collective coor-
dinate approach such as meta-dynamics.'>"

Automated Search

In this section, the AFIR method and its applications are
described.'**7"3% |n the AFIR method, two (or more) frag-
ments are pushed together, by minimizing the AFIR function
that is composed of the adiabatic potential energy and an arti-
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ficial force term.*¥ When the two fragments A and B are
both single atoms, although alternative choices would be pos-
sible, we adopt a very simple force term, just a linear function
arag of the interatomic distance rag with a constant parameter
o. In cases that A and B are not single atoms, we adopt the
following AFIR function F(Q).

Wil
EIEA je Ul
ieALjeB Y

In Eq. (6), E(Q) is the potential energy that depends on the
atomic coordinates Q = {Q,} and summation of the distance r;
between atoms i and j in fragments A and B, respectively, is
taken with weight ;. This weight function w; is chosen to be,

X NP
oy {(R,‘FR/)} @)

(6)

T

In this equation, R; is the covalent radius for atom i, and p is
set to the standard value 6. For convenience of users, o can be
rewritten as follows.

o= ! (8)

{2*%— (1 +./1+ 6) 7%} Ro

The model collision energy parameter y is introduced in Eq.
(8), and o with this equation corresponds to the mean force
that acts between two Ar atoms on the Lennard-Jones poten-
tial (Rp =3.8164 A and ¢=1.0061 kJ/mol) from the minimum
point to the turning point in their direct collision with collision
energy 7. In other words, y provides approximate upper limit
of the barrier height to be searched.

Two different algorithms have been developed. One is called
multicomponent AFIR (MC-AFIR), and used for bimolecular and
multicomponent reactions.!'*" In MC-AFIR, at first two or more
fragments are randomly placed, and then the AFIR function of
Eg. (6) is minimized. The path of minimization of the AFIR
function is called an AFIR path. An AFIR minimization gives an
approximate product structure as a local minimum on the
AFIR function, when 7y is sufficiently large to overcome the bar-
rier. The maximum point for E(Q) along the AFIR path can be
a good approximation of TS. The accurate TS and product
structures are then fully optimized without artificial force from
these approximate structures using any standard optimization
method. By repetition of minimization of the AFIR function
starting from a sufficient number of random geometries, all
associative pathways with low barrier can be obtained
between given reactants.

The second algorithm called single-component AFIR (SC-
AFIR) was proposed very recently."*? SC-AFIR is an algorithm
for intramolecular reactions. In bimolecular and multicompo-
nent reactions, it is natural to choose reactant molecules as
the fragments A and B in Eq. (6). In SC-AFIR, fragments are sys-
tematically defined in a given molecule by an algorithm based
on the bond-connectivity matrix.'*? Then, the AFIR paths are
calculated for all pairs of the defined fragments within a
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Figure 5. Paths of single water assisted reactions between HCHO and
CH,=CH—OH obtained by the MC-AFIR method.

certain distance. Approximate TSs obtained as highest energy
points along the AFIR paths are fully optimized without artifi-
cial force by any standard optimization method. IRC calcula-
tions are made for all obtained TSs, to find the path
connectivity and also to locate new MINs. By applying these
procedures to all MINs or to those fulfilling certain conditions
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one after another, one can construct an IRC network for a
given system.

Aldol reaction

Figure 5 lists paths of single-water assisted reactions between
HCHO and CH,=CH—OH, obtained by an application of the
MC-AFIR algorithm."®" In this application, Eq. (6) was
extended for the three component reaction as follows,

wijitii E Wil E wijitii
ZieA jeB U ’/+ ieALajeC Y ’/+ ieBLjec U
wji E wjj E wjj
ZieA jeB U ieALjec Y ieBLjeC Y

9

F(Q)=E(Q)+§ {

where HCHO, CH,=CH—OH, and H,O were chosen as the
fragments A, B, and C, respectively. In the same way, the
AFIR function can be extended for reactions involving more
than three components. The parameter o was simply divided
by three for the three force terms to reduce arbitrariness as
much as possible, and this treatment was found to be suffi-
cient. The B3LYP/6-31G method was adopted in this calcula-
tion. The collision energy parameter y was set 100 kJ/mol,
to find paths with barriers less than ~100 kJ/mol. In this cal-
culation, required inputs were the computational level, the y
value, and separately optimized geometries for the three
reactant molecules. With these setups, the MC-AFIR search
found eight different paths, where gradient and Hessian at
13,961 and 340 geometries, respectively, were computed. It
should be noted that a search with a larger y gives many
other paths with higher barriers, as discussed in a previous
paper.* Two upper paths in Figure 5, accompanying a
new C—C bond generation, exhibit relatively low barriers,
and these correspond to the path of Aldol reaction."®? The
other paths leading to several byproducts were also found
with higher barriers. This example demonstrates that the
MC-AFIR method is powerful in identifying the best path for
a given set of reactant molecules. We note that one needs
to repeat MC-AFIR calculations for various combinations of
molecules. Even in this simple test, reactions involving zero
to two water molecules were considered one by one.*" In
practical applications, it is recommended to consider as
many combinations as possible not to overlook important
pathways.

Claisen rearrangement

Figure 6 shows MINs and TSs obtained by an application
of the SC-AFIR method to an allyl vinyl ether
CH,=CH—0—CH,—CH=CH,.""*? The search was initiated from
the most stable conformer of the reactant molecule (VI-MIN3).
The SC-AFIR method was applied only to 10 conformers of
the reactant molecule, that is, VI-MIN3-12, with the same
bond-connectivity. In this search, the B3LYP/6-31G method
was adopted, and the collision energy parameter y was set
200 kJ/mol. Required inputs were the computational level, the
y value, and the optimized geometry of VI-MIN3. With these
setups, twelve MINs and thirty-one TSs were found after
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Figure 6. TSs and MINs obtained by the SC-AFIR method starting from the lowest conformer of allyl vinyl ether CH,=CH—O—CH,—CH=CH, (VI-MIN3): a)
structure list and b) the best path which can be predicted on the basis of the structure list in a).

46,895 gradient and 5059 Hessian calculations. The y value
dependence of the search results is investigated in the origi-
nal paper.!'*?! In Figure 6, many paths for conformational
changes of the reactant molecule are seen. There are two
bond reorganization TSs (VI-TS1 and 2), and the IRC for these
TSs gave two conformers of the same carbonyl compound,
that is, VI-MINT and 2. The best path to the carbonyl com-
pound from VI-MIN3 is composed of three steps as illustrated
in Figure 6b. This path corresponds to a well-known reaction
called Claisen rearrangement.'®*">3 This example demon-
strates SC-AFIR method predicted the path of the real
organic reaction without using any guess concerning its reac-
tion mechanism.

Global IRC network for CH;NO

The final example is a global IRC network for the molecular sys-
tem with chemical formula CH5NO. The PES of CH5NO has been
studied extensively.">*'®”) However, its entire picture has not
yet been available. Figure 7 shows the global IRC network for
the PES of CH3NO explored by the SC-AFIR method. The search

Wiley Online Library

procedure adopted in this application is nearly identical to
those used for the Claisen rearrangement in the last subsection.
A difference is that the SC-AFIR method was applied to all MINs
obtained in the course of the search, to see the whole PES
rather than a limited area having specific bond-connectivity.
The parameter y was set 1000 kJ/mol, to cover very high
energy regions of the PES as well. Moreover, the y value was
increased up to 5000 kJ/mol when a minimization of the AFIR
function converged without any peak along the AFIR path. In
this calculation, the B3LYP/cc-pVDZ method was adopted. The
search was initiated from eight random structures. Thus,
required inputs were the computational level, the y value, and
the chemical formula. Finally, 29 MINs and 135 TSs were found
after 38,532 gradient and 4299 Hessian calculations. It should
be noted that pathways involving biradical intermediates are
not seen on this IRC network obtained by the spin-restricted
calculations. Moreover, pathways connecting two dissociation
channels (DCs) are not shown for clarity.

The IRC network shown in Figure 7 is highly complicated.
The most stable isomer formamide (VII-MINO) is connected
directly to five isomers and four DCs. Conformers of
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Figure 7. An IRC network for whole of the PES of CH3NO obtained by the SC-AFIR method. Colors of structure flames and connection lines follow the color
code which varies depending on energy values.

hydroxyimine HO—CH,=NH (VII-MIN1-4) are the next stable
MiINs, followed by two carbene species HO—C:—NH; (VII-MIN5
and 6). These seven MINs are located in the low energy region
with relative energies below 200 kJ/mol. In the range 200-300
kJ/mol, five more MINs fulfilling the octet rule are located:

International Journal of Quantum Chemistry 2015, 115, 258-269

conformers of CH,=N—OH (VII-MIN7 and 8), CH,=NH*—0O"~
(VII-MIN9), CH3-N—O (VII-MIN10), and cyclic-CH,NHO (VII-
MIN10). Metastable species located in higher energy regions
may be a transient intermediate in high energy environments
such as combustion and plasma.
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Summary and Perspectives

In this article, three topics concerning the IRC approach were
introduced. In the first topic, the first ab initio study of the IRC
for simple gas-phase reactions and a very recent development
of the u-IRC approach and its application to an enzyme reac-
tion were described. A most significant role of the IRC
approach is to identify the MIN-TS-MIN connection for a given
TS. In the second topic, cases were discussed in which a MIN-
TS-MIN connection obtained by the IRC approach can be inac-
curate due to trajectory bifurcations. Finally, automated search
for TSs by the MC- and SC-AFIR methods and construction of
IRC networks on the PES of QM calculations were presented.

The MC- and SC-AFIR methods are implemented in a devel-
opmental version of the GRRM program,’®® and results pre-
sented in this article were obtained by the GRRM program
combined with the Gaussian 09 program (GRRM/G09).'%”' The
u-IRC shown in the first topic was also obtained by GRRM/
GO09. Data discussed in the second topic were reconstructed
for this article, and these calculations including VRT point
searches were made by GRRM/G09. In other words, the GRRM
program can make all these analyses. Furthermore, GRRM can
be combined with any electronic structure calculation pro-
gram. These demonstrate usefulness of the GRRM program in
analysis of chemical reaction mechanisms.

As shown in the first topic, the IRC in very large systems
can be computed by the u-IRC approach with comparable
computational costs required for a small model system. The
next challenge would be calculation of the IRC for enzymes on
the PES with free-energy perturbation corrections concerning
the motion of the MM atoms.l'’°"'7?! The effective Hessian
approach introduced in the first topic allows for construction
of the projected Hessian H” for a defined reaction center, and
the VRT search introduced in the second topic can readily be
applied to the u-IRC for finding bifurcations in enzymes. Fur-
thermore, the AFIR method has already been combined with
the QM/MM-ONIOM method and the microiteration tech-
nique,™*® and further applications are under progress.

Bifurcations have been found in many reactions by chance
or by intuitive searches. The question is how many bifurcations
exist on entire IRC networks obtained by automated searches.
An answer can be obtained by extensive applications of the
VRT point searches along available IRC networks. Such a study
is in progress for small systems. Finding the second connec-
tion opened by bifurcation, that is, the path leading to the
alternative product, is a remaining issue. A static approach for
defining the second connection is under development.
Recently, a trifurcation was suggested in the last part of the
exit channel of the reaction HCHO®™ + CH5CLI""® Exploration
of trifurcations in the other reactions is also an interesting
subject.

Systematic construction of IRC networks is required for anal-
ysis and prediction of complicated reaction mechanisms. For
this purpose, the AFIR method is ideally suited. Actually, the
AFIR method has been applied to various organic reactions.
Such IRC networks can be huge and highly complicated. For
cluster structural transitions and conformational rearrange-

Wiley Online Library

ments in peptide, graph theoretical approaches have been
proposed and used successfully for analysis and visualization
of available IRC networks.">*""3*! Application of such graph
theoretical approaches to IRC networks for organic and enzy-
matic reactions is an interesting subject. Most of the IRC con-
nections are expected to be correct. However, as discussed
above, there are cases in which IRC connections can be incor-
rect due to complete omission of dynamical effects. A system-
atic technique, which can reconstruct a path network by
modifying an IRC network with adding new connections which
open due to dynamical effects such as bifurcations, would be
required in future, to improve reliability of quantum chemical
prediction of chemical reaction mechanisms.

Keywords: intrinsic reaction coordinate - transition state - bi-
furcation - potential energy surface - automated reaction path
search
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